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Oligonucleotide-Based Knockdown Technologies:
Antisense Versus RNA Interference
Tatjana V. Achenbach, Bodo Brunner, and Kathrin Heermeier*[a]


The postgenomic era is characterized by an almost intimidating
amount of information regarding the sequences and expression of
previously unknown genes. In response, researchers have devel-
oped an increasing interest in functional studies. At the start of
such a study, one may have little more than sequence information
and bioinformatic annotation. The next step is to hypothesize a
potential role in the context of a cell. Testing of the hypothesis
needs to be fast, cheap, and applicable to a large number of genes.
Knockdown methods that rely on binding of antisense oligonu-
cleotides to mRNA combined with a subsequent functional assay in
cell culture fulfil these requirements: sequence information is


sufficient for synthesis of active inhibitors. Depending on the in
vitro model chosen, knockdown of gene expression can be
achieved with medium or even high throughput. The two most
popular methods of knockdown in cell culture are the use of
antisense oligonucleotides that rely on ribonuclease H (RNAse H)-
dependent cleavage of mRNA, and RNA interference triggered by
small double-stranded RNA molecules. Both methods act in a
sequence-specific manner and can give efficient knockdown. In
both cases, researchers struggle with nonspecific ™off-target∫ effects
and the difficulty of site selection. Studies that compare the
methods differ in their judgment as to which method is superior.


Introduction


Methods of knockdown


Inhibition of expression by nucleic acids has been known to
occur for more than two decades. In 1978 Stephenson and
Zamecnik utilized sequence-specific binding of oligonucleotides
to interfere with the translational machinery.[1] Ever since,
researchers have used antisense nucleic acids to manipulate
gene expression and thereby identify gene functions. Among
the different techniques that have emerged are several that use
a changed backbone of the antisense oligodeoxynucleotide (As-
ODN) to improve serum stability or hybridization with the target
mRNA.[2±5] As-ODNs can be used specifically to interfere with
splicing and cause one splice variant to be favored over
another.[6, 7] There is one example of redirection of polyaden-
ylation by As-ODN.[8] However, most applications of As-ODN aim
at the knockdown of a target molecule, either by translational
blocking or the activation of ribonuclease H (RNase H).
An alternative to synthetic antisense oligonucleotides is


intracellularly expressed antisense RNA. Expressed RNA has
proven very successful, particularly in its in vivo application.[9] In
1998 the groups of Fire and Mello discovered RNA interference
(RNAi), the inhibition of gene expression by double-stranded
RNA (dsRNA).[10] While this new and powerful technique worked
in a sequence-specific manner in model organisms such as
Caenohabditis elegans and Drosophila, a nonspecific response
was triggered in mammalian cells.[11] Only the finding that this
interferon response can be circumvented by the usage of short
interfering RNAs (siRNAs) of 21 nucleotides (nt) made it possible
to apply RNAi in mammalian cells.[12]


While both classic antisense approaches and the use of RNAi
rely on the presence of an executing nuclease in the cell,
ribozymes (recently discussed by Rossi)[13] combine sequence-
specific homologous binding with the capability of RNA to act as
an enzyme that directly cuts the target mRNA.
Binding of RNA or DNA aptamers is not based on sequence


homology. Aptamers form three-dimensional structures that
recognize three-dimensional epitopes. The sequence of a high-
affinity binder cannot be predicted at present and is determined
by an in vitro selection process.[14, 15] As a result of the adaptive
recognition process of aptamers, target molecules are not
restricted to mRNA. In fact the mode of action of aptamers
resembles that of antibodies–yet another tool for cellular
knockdown. Neutralizing antibodies can be effective at inacti-
vating secreted proteins without further enhancement; for
intracellular applications, chromophore-assisted laser inactiva-
tion has proven useful.[16]


There are a number of different techniques that can be used
to knock down a gene product. The method of choice will
depend on the specific purpose; duration of the experiment,
stability and localization of the protein, accessibility of the cell, or
species of the organism all have an effect. In the following
discussion, we will focus on a comparison of As-ODNs acting
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through RNase H with siRNAs–methods of knockdown that are
widely used for functional studies of gene products in mamma-
lian cell cultures. The mechanisms of action of As-ODNs and
siRNAs show similarities : they bind to target RNA in a sequence-
specific manner and can activate nucleases that cause RNA
degradation. In the nature of these executing nucleases,
however, the two types of knockdown differ.


Antisense


Among the antisense mechanisms of oligonucleotides, RNase
H-dependent cleavage of mRNA is used most often and results in
the most effective knockdown.[17] To utilize RNase H, As-ODNs are
designed that span one of the known and relatively frequently
occurring RNase H cleavage sites. RNase H is present in most
cells and is therefore a reliable executing nuclease. As a result of
its nuclear localization, RNase H can act on immature and mature
mRNA.


RNAi


RNAi is a cellular mechanism of defence (reviewed by Zamore):[18]


recognition and cleavage of dsRNA inhibits infection by, and


replication of RNA viruses, as well as hopping of transposable
elements. In the first step, dsRNA is cleaved into 21-nt RNA
fragments. In the second step the fragments trigger the
hydrolysis of RNA at sites of close sequence identity. The
components of the enzyme complex RISC that catalyzes the first
cleavage of dsRNA have been partly identified; Dicer is the active
nuclease in this first step.[19] The nuclease that catalyzes the
second step, the digestion of RNA triggered by 21-nt fragments,
is still unknown. RNAi is well conserved across eukaryotes and
can therefore be utilized as a tool for knockdown in many cells
and organisms. While in C. elegans and Drosophila long dsRNA is
used to trigger the cleavage of mRNA identical in sequence, in
mammalian cells siRNA is used. siRNA is composed of a 21-nt
dsRNAwith a 19-base-pair double helix and 2-nt 3�-overhangs on
both strands, like Dicer cleavage fragments.[20, 12] siRNA that is
slightly longer or shorter than 21 nt is less inhibitory. The
presence of 2-nt 3�-overhangs is also critical. siRNA without any
or with different overhangs (longer, shorter, or 5�-overhangs) is
less effective.[21]


Comparison of the Antisense and RNAi
Approaches


Specificity


Selective and specific inhibition of gene expression with
antisense technology was improved by introducing various
changes into ODN backbone chemistry (a comprehensive
analysis of this topic has been presented by Freier and
Altmann[22] ). Phosphorothioates increase the serum stability of
ODNs while retaining their ability to activate RNase H. Phos-
phorothioates, however, are toxic. ODNs with alkylated ribose
derivates, including the often-used 2�-O-(2-methoxyethyl (or
methyl)) ribonucleosides (MOE), show enhanced hybridization
affinity but are not recognized by RNase H. Chimeras, which
contain phosphorothioates on selected nucleotides in the centre
of an ODN sequence flanked by MOE, are now considered to be
the best reagents for use in mammalian cell culture because,
compared to other As-ODNs, they are more stable and have
increased affinity to the target mRNA, and they also activate
RNase H.[23]


There are still unspecific effects of chimeric As-ODNs. One
problem is toxicity : As-ODNs cause concentration- and cell-type-
dependent cell death. The other problem is non-sequence-
specific binding to proteins. As-ODNs have been shown to bind
to a number of different proteins and to thereby cause
significant nonspecific effects.[24, 25]


To trigger RNAi, researchers use unmodified dsRNA. In
mammalian cells the utility of RNAi had been limited by the
innate immune response triggered by dsRNA. Long dsRNAs
induce the interferon response, which leads to the inhibition of
protein translation through the protein kinase R pathway and
activation of ribonuclease L. The interferon response results in a
general inhibition of gene expression and significantly alters the
cell physiology. This response can be avoided in mammalian cell
culture by using synthetic siRNAs with a length of 21 nt.[11]


However, while RNA smaller than 35 nt is too short to induce
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the interferon response,[26, 27] the specificity of the gene silencing
induced by siRNAs in mammalian cells has not been systemati-
cally examined. Various groups have recently published data
obtained by using Affymetrix chip technology for a genome-
wide expression analysis of cultured cells treated with siRNA. The
studies were aimed at characterizing the specificity of the
silencing effect.
The analysis Jackson and co-workers[28] performed in HeLa


cells revealed only a few genes regulated together by different
siRNAs targeted at the same gene. Transcript profiles showed
siRNA-specific rather than target-specific signatures. A contig-
uous stretch of as few as eleven nucleotides that matched the
siRNA sufficed to induce silencing of nontargeted genes. The
introduction of mismatches into the siRNA abolished not only
down-regulation of the target gene but down-regulation of
nontargeted genes as well. Both the antisense and the sense
strand of the siRNA directed inhibition of nontargeted genes
even at very low doses. These results demonstrate that siRNAs
can cross-react with genes of limited sequence similarity and
therefore caution is needed in the utilization of RNAi.
In contrast, Semizarov et al.[29] presented data indicating that


siRNA is a highly specific tool for targeted gene knockdown.
They designed several siRNAs against different regions of three
target genes. The authors had observed nonspecific induction of
a set of common genes when using siRNA at a concentration of
100 nM. Genes including apoptosis-related genes (biological
response modified, activated killer, B cell lymphoma 2, death-
associated protein kinase) and stress-response genes (growth
arrest and DNA damage, p38, mitogen-activated protein kinase)
were up-regulated in the cells in a concentration-dependent
manner. To avoid these nonspecific effects, the authors first
optimized their silencing experiments. For microarray analysis
they eventually used siRNA at 5 ± 20 nM concentrations. Under
optimized transfection conditions the signatures for different
siRNAs against the same target gene were shown to correlate
very closely, whereas the signatures for different targets revealed
no correlation. The authors conclude that siRNA can be a highly
specific tool for targeted gene knockdown, which establishes
siRNA-mediated gene silencing as a reliable approach for large-
scale screening of gene function and drug target validation.
Similar results were presented by Chi et al.[30] They used


human embryonic kidney (HEK 293) cells that express green
fluorescent protein (GFP) and siRNAs directed against GFP. Our
own experimental data are in accordance with the findings of
the groups of Semizarov and Chi. With 1 ± 1000 nM siRNA in
adipocytes we observed sequence-specific knockdown at low
concentrations in a genome-wide expression analysis. At high
concentrations, nonspecific effects were noticeable (Figure 1).
In each cellular system the concentration of siRNAs, the


transfection reagent, and the combination of the two have to be
optimized before the actual gene silencing experiment. More
generally, both knockdown technologies, antisense oligonucleo-
tides and RNAi, can be used to elucidate gene functions, to
identify drug targets, or to develop more specific therapeutics.
However, one has to keep in mind that the specificity of the
technology has to be proven for each specific knockdown
tool.


Level of knockdown


Comparing the level of knockdown achieved with RNase
H-dependent antisense and RNAi approaches is a challenging
task since the design rules for sequence and site selection, as
well as optimal transfection conditions are different. Researchers
from Novartis Pharma[31, 32] exploited the cellular system of the
rat pain-related cation channel P2X3 expressed in chinese
hamster ovary (CHO-K1) cells and a rat brain tumor-derived cell
line, 33B. They started by designing As-ODNs against the target
sequence. For the sites that worked best for the As-ODN
approach, they then generated siRNAs. To compare the two
methods, they chose transfection conditions that worked well
for both As-ODNs and siRNAs. Even though the site was selected
for optimal antisense effect, siRNAs showed better inhibition of
mRNA at lower doses. In a functional assay, both technologies
provided successful interference with channel activity. However,
approximately 10-fold higher concentrations of As-ODN were
needed to achieve inhibition comparable to that achieved by
siRNA.
In a similar approach to comparing As-ODN and siRNA, Vickers


et al.[33] designed siRNAs for sites that allow RNase H-dependent
antisense activity against the target gene phosphatase and
tensin homologue deleted on chromosome 10 (PTEN). In
accordance with the findings described above, siRNAs per-
formed well against sites that allow RNase H-dependent
antisense action, although not better than As-ODNs.
Use of the reverse approach, designing As-ODNs against a site


that is ideal for siRNA, has only been published for one example
using the siRNA against firefly luciferase originally published by
Elbashir et al.[20] As one might expect, an antisense oligonucleo-
tide against a gene with the same sequence is active but inferior
to siRNA in this case.[34]


Hit rate/site selection


There are no generally accepted, standardized knockdown
criteria. Successful knockdown can mean anything between 50
and 100% reduction of mRNA concentration, protein expression,
or enzyme activity. To deal with this problem one needs to
carefully look at the experimental data when comparing the hit
rates found in studies performed by different groups.
Vickers et al.[33] designed 40 siRNAs and 40 2�-MOEs for


intracellular adhesion molecule-1 (ICAM-1) mRNA. The target
sequence included the 5�-untranslated region (UTR), the coding
sequence, and the 3�-UTR. At identical concentrations, 30% of
the As-ODNs were active but only 23% of the siRNAs. Successful
knockdown was defined as 50% or greater reduction of mRNA
concentration. Similar results were presented for PTEN, for which
61% of the As-ODNs and 33% of the siRNA constructs were
active.
When interpreting these data one has to keep in mind that the


design was more suitable for As-ODNs than for siRNA. The
design rules for siRNA published by the Tuschl group were not
followed. In most cases the GC content was too high for siRNAs
(more than 60%) and no complementary AA residues were
present in the mRNA opposite the dTdT additions in the







K. Heermeier et al.


932 ¹ 2003 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2003, 4, 928 ±935


antisense strand. In addition, the transfection reagent lipofectin
had been optimized for As-ODNs. These facts may explain why
just three efficient siRNA constructs were found that down-
regulate mRNA levels to less than 20% at a 100 nM concen-
tration. Considering that the siRNA molecules used in the study
were not optimally designed, the inhibitory activity of siRNA
targeted against open RNase H sites is remarkable. The authors
postulate shared regions of greater activity ('hot spots') along
the transcript for siRNAs and RNAse H-dependent As-ODNs.
In other publications the hit rate of siRNAs tends to be higher


than that for As-ODNs. In a study by Hemmings-Mieszczak
et al.[31] 20% of the As-ODNs tested against P2X3 were found to
be inhibitory. The authors subsequently designed siRNA against
the sites that had worked for As-ODN: all siRNAs were inhibitory.
As a result of the difficulties posed by the different sequence


requirements for the As-ODN and siRNA approaches, a direct


comparison is not easily made. Our best source of information
may be the accumulating published results of silencing experi-
ments using either optimized As-ODNs or optimized siRNAs. In
general researchers using RNAi report higher hit rates than
researchers using antisense oligonucleotides.[31, 35] In our own
hands, hit rates for As-ODNs are around 10± 20%, and for siRNAs
around 20±40%, where a greater than 70% reduction of mRNA
concentration was considered a successful knockdown.
Bohula et al. suppressed insulin-like growth factor 1 receptor


(IGF1R) expression by using a published As-ODN.[36, 37, 36, 37] Since
they did not get sufficient knockdown, they started to identify
alternative sites for molecular targeting.[38] By using an array-
based screen they identified sites within the human IGF1R
transcript that were accessible to RNAse H-mediated cleavage.
Structural constraints were shown to govern the activities of As-
ODNs and also those of siRNAs. Their success rate for effective


Figure 1. Gene expression analysis of mouse 3T3-L1 adipocytes treated with luciferase siRNA and transcription factor (TF) siRNA. Mature 3T3-L1 adipocytes were seeded
in six-well plates at a density of 106 cells per well. Cells were treated for 24 h with 10, 100, and 1000 nM siRNA directed against luciferase and TF, respectively, in duplicate
experiments. For Affymetrix GeneChip analysis, 5 �g total RNA was amplified by in vitro transcription and hybridized to the murine MG-U74ABCv2 chip series, which
represents 36899 gene probe sets. Merging of signal intensities from duplicate experiments was followed by fold-change calculations : 10 nM luciferase versus 10 nM TF,
10 nM TF versus 100 nM TF, and 10 nM TF versus 1000 nM TF. The top 244 regulated genes were identified as those for which the filter criteria p� 0.02 and fold change� 2
applied to one or more of the three comparisons. A) Self-organizing map (SOM) clustering of ln-transformed fold-change values of the top 244 regulated genes. Red
indicates relative up- and green relative down-regulation. Each row represents one gene probe set. Note the low overall gene regulation in the comparisons 10 nM
luciferase versus 10 nM TF and 10 nM TF versus 100 nM TF. Unspecific siRNA effects become apparent with the 1000 nM TF siRNA. B) The list shows the top 25 up-regulated
genes of the 10 nM TF versus 1000 nM TF comparison. The large number of interferon and chemokine genes indicates response to stress.
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siRNA design was clearly higher than that of approximately 10%
reported for As-ODNs.[39, 38] Moreover, siRNAs caused greater
inhibition of expression and induced more profound dose-
dependent reduction in IGF1R protein levels.


Duration of effect


Vickers et al. found similar duration of action for As-ODNS and
siRNAs against B cell lymphoma x on the mRNA level.[33] The
inhibition was found to be maximal 24 h post transfection and
returned to normal levels by Day 5 for siRNA. The results are
similar for As-ODNs except that the maximal activity was
achieved 8 h after transfection.
Direct comparison of the best-working As-ODN and the best-


working siRNA for P2X3 showed a transient inhibition of the
target with siRNAs capable of inhibition for up to 72 h, and As-
ODNs just 24 h.[31] In our own experience, siRNAs can achieve
complete knockdown for 96 h in luciferase assays (100 nM
partially phosphorothioated and unmodified siRNA directed
against firefly luciferase; see Figure 2). As-ODNs have been
reported to down-regulate protein levels 48 h after transfec-
tion.[40]


Figure 2. Determination of the duration of the RNAi effect in HEK 293 cells.
Inhibition of firefly luciferase (Photinus pyralis (Pp) luc) by 100 nM siRNA was
measured using the dual luciferase (Pp luc/Renilla reniformis (Rr) luc) system
(Promega). Modified oligonucleotides were partially phosphorothioated.


By using six different siRNA constructs targeting the hepatitis
C virus (HCV) replicon in Huh-7 cells, Wilson et al. found two
siRNAs that elicit efficient inhibition: HCV nonstructural protein
levels were below the detection limit of western blot analysis.[41]


RNAi protected cells from HCV replicon RNA replication. To
investigate the duration of RNAi of the HCV replicon, the authors
first introduced siRNA to induce RNAi and then retransfected the
cells with HCV replicon RNA at various times. When the replicon
was transfected 96 h and 120 h after induction of RNAi the effect
had become weaker. As has been shown in other mammalian
systems, the effect of RNAi mediated by exogenously added
synthetic siRNAs is short-lived and seems to last for 96 h. To
prolong the duration of RNAi, Wilson and co-workers used a


bicistronic plasmid expressing the complementary siRNAs. The
protective interference activity could then be extended beyond
three weeks.
Another comparison of methods was made by down-regulat-


ing IGF1R to enhance radiosensitivity and cyotoxicity of cells.
Sun et al.[36, 37] used an As-ODN to suppress IGF1R in T24 cells.
The inhibition by IGF1R antisense ODN was dose and time
dependent. Significant inhibition occurred 12± 24 h after appli-
cation of IGF1R As-ODN. The group examined enhanced drug
sensitivity on T24 cells treated with IGF1R As-ODN for 72 h. Other
researchers started work on plasmid-driven IGF1R antisense
experiments to increase the duration of knockdown.[36]


To summarize, both methods, RNAi and antisense knockdown,
are transient and only active for 24 ± 72 h, depending on the
secondary readout. To prolong the down-regulation, a plasmid-
driven vector can be used for all knockdown methods.


Efficacy


As-ODNs and RNAi appear to be powerful tools for functional
studies of genes with unknown function. However, in both
technologies, oligonucleotides targeted at different sites within
a gene differ in their efficacy. Potentially, the efficacy depends as
much on the secondary structure of mRNA and oligonucleotide,
the accessibility of the site, and the affinity of the oligonucleo-
tide for the target mRNA as on the tool one is using.
In agreement with this hypothesis, Vickers et al.[33] found a


significant degree of correlation between active RNase H-de-
pendent As-ODNs and siRNAs. The authors suggest that if a site
is available for hybridization to an RNase H-dependent As-ODN,
then it is also available for hybridization and cleavage by the
siRNA complex.
On the other hand, Hemmings-Mieszczak and co-workers,


who also compared As-ODNs and siRNAs with overlapping
sequences, postulate that an RNAi-based method for targeting
gene expression is less sensitive to the local restraints of the
mRNA structure than is the antisense approach. This opinion is
supported by others.[12, 31]


Miyagishi et al.[35] designed siRNAs and As-ODNs targeted at
six different sites in a firefly gene. They used a luciferase reporter
in an optimized system (for both the As-ODNs and the siRNAs)
and found one As-ODN and two siRNAs that reduce luciferase
activity to less than 10% of control levels. The active concen-
trations of the reagents were quite different though: the IC50


values for the siRNAs were about 100-fold lower than those for
the As-ODNs. Once again the target site for the best-working As-
ODN also worked for one of the siRNA molecules.


Efficiency of cellular uptake


The accessibility of cells is an issue for both As-ODNs and siRNAs;
transfection conditions have to be optimized for every cell type.
The requirements for distribution within the cell are different:
while As-ODNs act in the nucleus (the compartment of RNase H
activity), siRNAs most likely act in the cytoplasm, where one finds
RISC.
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The accessibility of a cell is dependent on the proliferation
status. RNAi and As-ODNs seem to be most effective in cells in
the exponential growth phase.[31] Once cells are differentiated
and their proliferation capacity is low (for example, adipocytes,
chondrocytes, neuronal cells), transfecting them with As-ODNs
or siRNAs is a challenge.
In most cases the combination of cell type and transfection


reagent is critical. Hemmings-Mieszczak and co-workers found
that siRNAs show good transfection rates with oligofectamine,
while As-ODNs are best transfected by using lipofectin. Trans-
fection of siRNAs did not work with lipofectin and nor did
oligofectamine for As-ODNs. To be able to compare both
methods, Hemmings-Mieszczak and co-workers used electro-
poration, a delivery method that works for all kinds of
oligonucleotides. In different cells, Vickers et al.[33] successfully
used lipofectin for both As-ODNs and siRNA molecules.


Toxicity


Miyagishi et al.[35] performed cotransfection experiments by
using firefly and Renilla luciferase. When they used As-ODNs at
a concentration of 200 nM or higher, nonspecific effects occurred
that blocked protein synthesis ; reporter assays gave poor results
because of low overall luciferase activity (Renilla luciferase was
used as a control). They saw these nonspecific effects with a
number of different transfection reagents. Their findings are
consistent with our own data, which show toxicity for As-ODNs
and siRNAs carrying phosphorothioates. In contrast, unmodified
siRNA molecules cause no detectable inhibition of overall
luciferase activity (data not shown). In a more sensitive assay
(oligo chip analysis), unmodified siRNAs showed toxic side
effects only above a concentration of 100 nM (Figure 1). This
concentration threshold differs from the results published by
Semizarov et al.[29] Most likely toxic concentrations vary with cell
type and transfection conditions. To eliminate any side effects
every combination of cell type, transfection reagent, and As-
ODNs or siRNAs has to be optimized.


Application in vivo


Use of transient gene knockdown in vivo as a therapy, with As-
ODNs or siRNAs as drugs, is the ultimate application of the
technology that many researchers hope for.
Delivery of RNAse H As-ODNs to a variety of target tissues by


parenteral and nonparenteral routes of administration with
subsequent inhibition of gene expression has been well
documented in rodents, nonhuman primates, and humans.[42±44]


Butler and co-workers showed that the down-regulation of PTEN
very specifically reverses hyperglycemia in diabetic mice.
Administering Bcl-2 As-ODNs to patients with non-Hodgkin
lymphoma led to a down-regulation of Bcl-2 and to reduction in
tumor size in some patients.[44]


Other publications have documented nonspecific toxicity at
high doses in rats.[45, 46] Schobitz et al. showed that both fully and
partially phosphorothioated ODNs dose-dependently elevate
body temperature, suppress food and fluid intake, and inhibit
night-time activity. Apparently these effects do not depend on the


nucleotide sequence as missense ODNs produced comparable
changes in the behavioral parameters. These findings clearly
indicate that centrally administered ODNs produce transient and
sequence-independent effects as a result of their nucleic acid
structure, in addition to their intended sequence-specific effects.
Preliminary reports of siRNA molecules delivered to mice have


been published by Lewis et al.[47] The authors administered the
siRNAs by rapid tail-vein injection of a large volume of fluid (high
pressure delivery) and it is not clear whether administration of
siRNAs by more clinically acceptable practices will result in
effective delivery to target tissues.
McCaffrey and co-workers[45] have presented similar results.


They used a modification of the hydrodynamic high-pressure
transfection method to deliver naked siRNAs and a luciferase
reporter plasmid to the liver. Specific siRNA-mediated inhibition
of luciferase expression was observed in adult mice. Although
these results show that siRNAs are functional in mice without
chemical modification, delivery remains a major obstacle. An
alternative to delivery of synthetic siRNA is in vivo expression
from DNA templates. In the same paper, a functional short
hairpin RNA (shRNA) targeted against luciferase was coex-
pressed in vivo from DNA templates by using an RNA polymer-
ase III promoter. The expression of luciferase was inhibited by up
to 98% in three independent experiments. These findings
indicate that plasmid-encoded shRNAs can induce a potent and
specific RNAi response in adult mice.
It is too early to speculate about the potential use of RNAi in


therapy. However, in vivo RNAi may be applied in functional
genomics or in identifying targets. This could be a more
promising system than gene-knockout mice because groups of
genes can be simultaneously rendered ineffective without the
need for time-consuming crosses. Moreover, in the future, use of
inducible systems could allow the shRNA approach to be utilized
for targeting lethal genes or specific stages in development.
Interestingly, a recent publication shows that transgenic


expression of shRNA in embryonic stem cells is functional and
that the embryos derived from these cells[45, 46, 48] recapitulate a
genetic null phenotype.


Summary and Outlook


Among the technologies available for knockdown in cell culture
RNase H-dependent antisense oligonucleotides and RNAi are
very popular, and for good reasons: both offer specificity and
efficient knockdown; both are useful tools to study gene
functions. Antisense and RNAi methods share many practical
problems such as site selection, toxicity at high concentrations,
and the difficulty of transfecting certain cell types. On the whole,
overcoming the problems seems easier with siRNA than with As-
ODN. The main reasons appear to be the lower concentration
needed when using siRNA and the option to express siRNA
within the cell. Therefore, in sensitive cellular models, RNAi
seems to be more suitable for knockdown experiments and
interferes less with subsequent functional readouts.
However, the antisense approach is a mature technology and


countless research groups have years of experience of using it. In
addition to RNase H-dependent knockdown, As-ODNs offer a
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means to manipulate specific steps in mRNA processing, for
example, splicing. RNAi, even though widely used for knock-
down, is still in its infancy; we may encounter new problems or
find new applications for this technique.
With the current knowledge one would probably choose RNAi


to knock down a gene in a cell type sensitive to toxic agents. For
those that do not want to advance the technology but simply
wish to apply it, use of antisense oligonucleotides might be the
method of choice to knock down genes in vivo. For the time
being, it may be best to continue to watch both fields and
choose the appropriate method on a case-by-case basis.
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NMR Spectroscopy of RNA
Boris F¸rtig, Christian Richter, Jens Wˆhnert, and Harald Schwalbe*[a]


NMR spectroscopy is a powerful tool for studying proteins and
nucleic acids in solution. This is illustrated by the fact that nearly
half of all current RNA structures were determined by using NMR
techniques. Information about the structure, dynamics, and
interactions with other RNA molecules, proteins, ions, and small
ligands can be obtained for RNA molecules up to 100 nucleotides.
This review provides insight into the resonance assignment
methods that are the first and crucial step of all NMR studies,


into the determination of base-pair geometry, into the examination
of local and global RNA conformation, and into the detection of
interaction sites of RNA. Examples of NMR investigations of RNA are
given by using several different RNA molecules to illustrate the
information content obtainable by NMR spectroscopy and the
applicability of NMR techniques to a wide range of biologically
interesting RNA molecules.


1. Introduction


NMR spectroscopy is a powerful tool for studying the structure
and dynamics of RNA molecules in solution and their inter-
actions with ligands such as proteins, other nucleic acids,
molecules of low molecular weight, ions, and solvent molecules.
Up to now, nearly half of all three-dimensional structures of
nucleic acids have been solved by NMR spectroscopy.


Within the current size limits of NMR measurements on RNA
(about 100 nucleotides for information with intermediate
resolution and 50 nucleotides for high-resolution structure
characterization), there is a plethora of information that can be
derived from NMR spectroscopic studies:
� The base-pairing pattern. This includes standard and non-


standard Watson ±Crick-type base pairs and allows verifica-
tion and prediction of the secondary structure elements of
RNA (discussed in Section 3) and determination of the base-
pair dynamics.


� Information about conformational equilibria, such as those
between hairpin and duplex structures (Section 4).


� Site-specific information about ion binding to RNA (Sec-
tion 5).


� NMR spectroscopy resonance assignment of RNA (Section 6)
and analysis of chemical shifts (Section 7).


� Delineation of secondary structure motifs, such as hairpins
and bulges (Section 8).


� The local structure and dynamics (Section 9) and global
structure of RNA derived from residual dipolar couplings
(Section 10).


� Mapping of the interaction surfaces of RNA with small ligands,
other RNA molecules, or proteins (Section 11).
The introduction of methods for the preparation of milligram


quantities of RNA in an isotope-labeled (13C,15N) form has been a
prerequisite for all of these NMR studies and biochemical
methods. The preparation of milligram quantities of RNA is
discussed in Section 2.


With isotope-labeled RNA at hand, the first step is to assign
every NMR-active atom (1H, 13C, 15N, 31P) in the molecule to its


respective resonance in the NMR spectra; this is followed by
interpretation of NMR parameters such as NOE contacts, J
couplings, residual dipolar couplings, and cross-correlated
relaxation rates for the determination of a three-dimensional
structure. Resonance assignment in NMR spectroscopy is more
difficult for RNA than for proteins. In comparison to proteins, the
chemical-shift dispersion in the spectra of RNA, a biopolymer
made out of only four different nucleotides, is significantly
reduced. In addition, the A-form helix is the sole dominating
secondary structure element found in RNA. Therefore, many
nucleotides experience a similar chemical environment in helical
secondary structures which, as a consequence, causes similar
chemical shifts. Chemical-shift dispersion is often only observed
in noncanonical structural elements such as hairpins, bulges, or
internal loops.


The limited chemical-shift dispersion can be overcome by the
examination of appropriately sized modular secondary structure
elements (see Section 8) that are often involved in molecular
recognition, whereas the canonical A-form helical elements
frequently serve as a scaffold. In addition, the application of
multidimensional heteronuclear NMR experiments (for example,
as reviewed by Varani et al.[1] and by Wijmenga and van Buu-
ren[2] ) to completely or selectively isotope-labeled RNA mole-
cules[3±5] increases the resolution observed in NMR experiments
by the combination of a proton chemical-shift dimension with
one or two heteronuclear chemical-shift dimensions.


In this review, we introduce NMR experiments that use a 14-
mer RNA cUUCGg tetraloop as a model system with high spectral
resolution (Figure 1).[6] The cUUCGg tetraloop is well character-
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ized both by NMR spectroscopy and by X-ray crystallography.[7, 8]


It is extremely stable[9] and frequently found in nature. It can also
be considered as a secondary structure building block incorpo-
rated into many larger RNA structures (see Section 8). It consists
of a five-base-pair A-form helix closed by the four loop
nucleotides UUCG (Figure 2). In addition, spectra for a number
of different RNA systems, including a 10-mer RNA containing a
dynamic cUUUUg tetraloop, a double-stranded 16-mer RNA
containing a tandem G:A mismatch, a secondary structure
element of the 5S rRNA containing a cUUCGg tetraloop, and a
30-mer RNA derived from the coxsackie virus are also shown for
comparison.


2. Preparation of Isotope-Labeled RNA


The restricted resolution of NMR spectra of RNA makes the
introduction of stable 13C,15N isotopes an attractive tool for
improving the quality of RNA structures determined by NMR
spectroscopy. There are currently both biochemical and chem-
ical methods (reviewed by Kojima et al.[10] and by Lagoja and


Herdewijn[11] ) for the synthesis of isotope-labeled RNA. The main
advantages of chemical synthesis and subsequent phosphor-
amidite chemistry for the synthesis of the oligonucleotides are
the selective incorporation of labeled nucleotides at specific
positions of interest (see Figure 3 as an example[12] ) and the
possibility to incorporate nonstandard nucleobases, which are
quite often found in RNA.


However, 13C,15N-labeled precursors for the chemical synthesis
of completely labeled RNA molecules are expensive and difficult
to synthesize. Therefore, enzymatic in vitro transcription with
DNA-dependent RNA-polymerases such as T7-, T3-, or SP6-RNA-
polymerase[13±17] has become the method of choice in many
groups for the synthesis of 13C,15N-labeled RNA molecules. The
most widely used polymerase is the T7-RNA-polymerase. Besides
nucleotide triphosphates in an appropriately labeled form, the
polymerase requires a DNA template. Linearized plasmids,
synthetic double-stranded DNA, or single-stranded DNA with a
double-stranded promoter region can serve as DNA templates
(Figure 4). In general, linearized plasmids or double-stranded
DNA appear to be more effective templates. There are certain
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restrictions on the sequences that can be produced by in vitro
transcription reactions. For an efficient transcription with T7-
RNA-polymerase, the sequence should start with one or more
guanine residues at the 5� end.[15, 18] In addition, sequences
shorter than �10 nucleotides are produced only very ineffi-
ciently. When linearized plasmids are used, the 3�-terminal
nucleotide sequence should correspond to the recognition site
of a restriction enzyme that allows linearization of the template.
A further complication in the preparation of homogeneous RNA
samples arises due to the fact that the T7-RNA-polymerase tends
to add one or two additional nucleotides of random sequence
that are not encoded by the template to the 3� end of the
transcript. The additional nucleotides give rise to inhomoge-
neous products of the transcription reaction, which lead to
multiple sets of NMR resonances and complicate analysis of the
spectra. To avoid this, the RNA can be transcribed as a fusion
product with a cis-acting (intramolecularly acting) hammerhead
ribozyme that self-cleaves cotranscriptionally[19, 20] to yield a
uniform 3� end with a 2�,3�-cyclic phosphate group.


For the purification of the desired RNA from nonincorporated
nucleotides and abortive transcription products, preparative


Figure 1. 1H,13C-CT-HSQC spectrum of the cUUCGg tetraloop at 600 MHz. The assignments of the C1�H1�± C5�H5�/H5�� atoms of the sugar moiety are indicated.


Figure 2. The UUCG tetraloop taken from the structure deposited in the Protein
Databank with the extension code 1F7Y.[7] The representation of the cUUCGg loop
was produced with the program ViewerLite. clbp� closing base pair.
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Figure 3. 2D 1H,13C correlation spectrum of the selectively 13C-labeled 3�-
CGCUUUUGCG-5� RNA. In this sample, only the ribose rings of four uracils are 13C-
labeled. This results in a considerable reduction of resonance overlap. If this
spectrum were recorded on a larger RNA, for example, a 30-mer, and only four
nucleotides were labeled, the chemical-shift resolution of all isotope-labeled
residues would be retained.


polyacrylamide gel electrophoresis under denaturing conditions
with gels containing 8M urea is widely used. This method has the
advantage that single nucleotide resolution can be achieved and
the above-mentioned n�1 and n�2 products of the polymer-
ase reaction can be separated. An alternative approach is the so-
called 'ion-pair'-reversed phase HPLC.[21] Here, RNA complexed
with the hydrophobic counterion tetrabutylammonium hydro-
gen sulphate is fractionated by increasing
hydrophobicity by using an acetonitrile
gradient.[22] The HPLC approach is especially
efficient when preceded by an anion-ex-
change column step in which most of the
unincorporated nucleotides and short abor-
tive products can first be separated from
the desired RNA product.[23] However, 'ion-
pair'-reversed phase HPLC achieves single-
nucleotide resolution only for oligonucleo-
tides that have less than 20 residues. For
longer RNA molecules, it is therefore ad-
vantageous to employ hammerhead ribo-
zyme fusions since then essentially only two
larger RNA molecules of different length
need to be separated. Following the HPLC
step, the fractions containing the desired
RNA molecules are lyophilized and desalted
on gel-filtration columns. The remaining
tetrabutylammonium hydrogen sulphate
can be separated from the RNA by precipi-


Figure 4. Consensus sequence of the T7-RNA-polymerase promoter. Nucleotides
in positions �3 to �5 (lower case letters) can be chosen according to the
sequence of the target RNA. Positions �1 and �2 should be guanine for efficient
in vitro transcription.


tation with acetone/LiClO4. Finally, the RNA has to be folded into
a homogeneous form and exchanged into the buffer that will be
used for NMR spectroscopy. Conditions for the correct folding of
RNA have to be established individually for every new RNA
molecule under study, therefore no general procedure can be
given–especially for RNA molecules with more complex folds.
However, simple hairpins can normally be obtained by a fast
cooling step following a heat denaturation under conditions of
low RNA and salt concentrations. High salt and RNA concen-
trations and slow cooling, on the other hand, favor the formation
of duplex structures. A flow scheme for RNA preparation, as
described in Stoldt et al.[23] and routinely used in our lab, is
shown in Figure 5.


3. Base-Pairing Pattern


3.1. Information about the base-pairing pattern from 1D NMR
spectroscopy


Even in the early NMR studies of RNA molecules in the 1970s it
was clear that the region of the imino proton resonances of the
guanines and uracils between 10 ±15 ppm contained valuable
information about base pairing in the RNA molecule. These
signals are only observable when the imino protons are
protected from exchange with the bulk solvent water and are
therefore involved in hydrogen bonding. By counting the
number of imino proton resonances, it is essentially possible


Figure 5. Flow scheme of the synthesis of isotope-labeled RNA molecules by in vitro transcription. For
further explanations, see the text. DEAE�diethylaminoethyl, rec T7� recombinant T7 polymerase, rNTPs�
ribonucleotide triphosphates.
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to count the number of base pairs. In addition,
imino protons of Watson ±Crick base pairs tend to
be found in the region of 12 ± 15 ppm, whereas
imino protons of noncanonical base pairs often
have upfield chemical shifts (Figure 6). The stabil-
ity of RNA molecules can be investigated by
following temperature-induced changes in the 1D
imino spectra.


3.2. Information about base pairing from
homonuclear 2D NOESY experiments:
Sequential assignment of imino proton
resonances


The starting point for the determination of the
hydrogen-bonding pattern is to sequentially
assign the well-resolved resonances of the imino protons in a
2D NOESY experiment. As depicted later, the NOESY experiment


correlates all protons within a distance of 5 ä. The
chemical shifts of the imino proton resonances in
RNA depend strongly on the chemical environ-
ment, on base stacking, on ring effects, and on
hydrogen bonding to solvent molecules. The
imino proton of guanine bases resonates at 12 ±
13.5 ppm if it is involved in a G:C base pair and at
10 ± 12 ppm if it is part of a G:U base pair
(Table 1).[24, 25]


The traditional assignment strategy for base
pairs is based on the observation of NOE contacts
(as indicated in Figure 7). A:U base pairs are easily
identified by a strong NOE cross-peak between
the H2 proton of adenine and the uracil H3 imino
proton. In G:C base pairs, the H1 imino proton of
guanine shows a strong NOE contact to the
amino protons of the base-pairing cytosine. For
this reason, the amino protons of cytosines
involved in base pairing are easy to identify in
comparison to the guanine and adenine amino
protons. In 13C- and 15N-labeled RNA molecules,
identification of the cytosine amino protons can


be used for further correlation to the H5 and H6 aromatic
protons by direct correlation experiments (see Section 6). In
helical RNA, NOESY cross-peaks can be observed between
guanine H1 imino protons and cytosine H5 protons due to spin
diffusion. Typical NOE interactions are shown in Table 2.


Imino ± imino NOE cross-signals occur sequentially and be-
tween strands. As a consequence, there is no differentiation
between sequential intra- and intercatenar NOE contacts.
Chemical-shift information about imino protons can be helpful


Figure 6. Imino region of the 1D 1H spectra of the 14-mer cUUCGg tetraloop RNA recorded at
600 MHz and three different temperatures (278, 283, and 298 K). Assignments are annotated for the
imino proton resonances. Resonances stemming from the duplex form are indicated with *.


Table 1. Chemical shifts (�) of imino and amino resonances in Watson ± Crick
base pairs and wobble base pairs.


Base
pair


Base-pair atoms Chemical-shift
regions [ppm]


Distance [ä]


G:C G N1�H1 ¥¥¥ N3 C 12 ± 13.5 1.89
G N2�H2 ¥¥¥ O2 C 8± 9 2.08
G O2 ¥¥¥ H4�N4 C 8-9 1.71
G N2�H2 6.5 ± 7 ±
C N4�H4 6.5 ± 7 ±


U:A U N3�H3 ¥¥¥ N1 A 13 ± 15 1.93
U O4 ¥¥¥ H6 ±N6 A 7.5 ± 8.5 1.82
A N6�H6 6.5 ± 7 ±


G:U G N1�H1 ¥¥¥ O2(O4) U 10 ± 12 1.76
G O2 ¥¥¥ H3�N3 U 11±12 1.96


Figure 7. Schematic representation of the Watson ± Crick base pairs A:U and G:C. The arrows
indicate possible NOE contacts.


Table 2. NOE cross-peaks that are usually observed in a helical region of RNA.


NOE correlation Sequential Intrabase pair


NH±NH weak strong (only G:U)
NH±H2 weak strong
NH±NH2 weak strong
NH2 ±NH2 weak ±
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in the assignment of the NOESY signals
(Table 1). In the cU6U7C8G9g tetraloop,
the imino proton of G9, which resonates
at 9.6 ppm, serves as a starting point for
the assignment of the imino proton
region of the NOESY experiment (Fig-
ure 8). The sequential NOE contacts can
easily be assigned following the primary
sequence of the cUUCGg tetraloop. In
the tetraloop, the stability of the G:U
base pair differs from that of the G:C
base pairs. The expected NOE cross-
signal to U6, which is involved in a
U6:G9 base pair, is not visible due to fast
water exchange of the imino proton of
U6; this is also the reason for the absence
of diagonal peaks for the nucleotides G1
and U7. The water exchange is also
responsible for the apparent asymmetry
of the cross-peak intensities of the
NOESY spectrum.


By using NOE information, it is there-
fore possible to distinguish Watson ±
Crick G:C and A:U base pairs. Stable
G:U wobble base pairs can be identified
by a strong NOE contact between the
guanine imino and uracil imino protons.


Furthermore, NOE contacts between the imino
protons of neighboring base pairs are observable
and facilitate the sequential assignment of the
imino proton signals (Table 2). With this informa-
tion, it has been possible to derive secondary
structure models of tRNA molecules[26±28] and
5S rRNA.[29±31]


3.3. Information from heteronuclear 2D HSQC
and HNN-COSY experiments: Elucidation of
base pairing and secondary structure


With the introduction of 15N-labeling and hetero-
nuclear correlation experiments it becomes easier
to distinguish between uracil and guanine imino
resonances since the resonance frequencies of the
imino nitrogen atoms are separated by �10 ppm
(Table 3; Figures 9 and 10). However, a major
breakthrough for the elucidation of base-pairing
and more complex hydrogen-bonding patterns in
RNA by NMR spectroscopy was the discovery that
sizeable scalar couplings across an N�H ¥¥¥ N-type
hydrogen bond can be observed between the
nitrogen atom and proton of the hydrogen-bond
donor and the nitrogen atom of the hydrogen-
bond acceptor [32, 33] in RNA and DNA through the
use of a so-called HNN-COSY experiment.


Figure 8. The imino ± imino proton cross-peak region of the cUUCGg tetraloop in a 2D NOESY
spectrum at 700 MHz with excitation sculpting for water suppression. The lines indicate the imino
proton connectivity. The insert shows the sequence with the imino protons and the arrows
indicate the sequential assignment walk. The NOESY mixing time was 300ms at 298K. As a result
of exchange with the solvent, both cross-peaks and diagonal peaks of guanine 1, uridine 6, and
uridine 7 are absent.


Figure 9. 1H,15N-HSQC spectrum of the cUUCGg tetraloop at 700 MHz recorded at 283 K. The assignment is
indicated.
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The HNN-COSY experiment utilizes the through-space scalar 2hJ(N,N)
coupling constant in base pairs of RNA and DNA, which monitors the
interaction from 15N imino donor nuclei and the corresponding 15N
acceptor nuclei of the complementary bases. The 2hJ(N,N) coupling
constants between N3 of uracil and N1 of adenine as well as between
N1 of guanine and N3 of cytosine are of the order of 5 ±7 Hz. During
the pulse sequence, which is a straightforward extension of the
HNHA experiment by Vuister and Bax,[34] one part of the originally
generated magnetization remains on the starting nitrogen atom
(annotated DP in Figure 11), whereas the other part is transferred to
the hydrogen-bonded nitrogen atom (annotated CP in Figure 11).
This gives rise to a diagonal peak and a cross-peak at the 15N
frequency of N1 of guanine and N3 of cytosine. Due to a modulation
of both peaks by either sin2(2hJ(N,N)T) or cos2(2hJ(N,N)T), the size of
the coupling constant can be obtained by comparing the peak
volumes Icross and Idiag of the cross-signal to the diagonal signal (Icross/
Idiag� tan2(2� 2hJ(N,N)T)).


Table 3. Chemical shifts (�) of resonances observed in 1H,15N-HSQC and
1H,13C-HSQC spectra.


Atoms �1H [ppm] �15N [ppm] �13C [ppm]


C1�H1� 4.4 ± 6.5 ± 89 ± 95
C2�H2� 4-5 ± 70 ± 80
C3�H3� 3.8 ± 5 ± 70 ± 80
C4�H4� 3.8 ± 4.8 ± 81 ± 86
C5�H5� 2.5 ± 5 ± 62 ± 70
C2H2 6.5 ± 8.5 ± 150 ± 154
C5H5 5.0 ± 6.3 ± 167 ± 170
C6H6 7.0 ± 7.7 ± 137 ± 140
C8H8 7.0 ± 8.0 ± 133 ± 140
NH2 (amino) 6.5 ± 9.0 74 ± 76 G ±


80 ± 82 A ±
96 ± 98 C ±


NH (imino) 9.0 ± 15 145 ± 148 G ±
157 ± 162 U ±


Figure 10. Example of secondary structure determination for longer RNA molecules based on imino group signals. A) Secondary structure of an RNA hairpin containing
nucleotides 70 ± 82 and 94 ± 106 of E. coli 5S rRNA, the so-called E-loop. B) Imino group region of the 15N,1H-HSQC spectrum with the assignments of the proton
resonances given at the top. Imino groups of noncanonical base pairs are shown in green, imino groups of wobble G:U base pairs are indicated in red, and imino groups
of Watson ± Crick base pairs are depicted in black. The 15N-chemical-shift ranges for G and U imino groups, respectively, are indicated on the right of the spectrum. The
typical 1H-chemical-shift ranges for imino groups in Watson ± Crick base pairs are indicated as well. C) Sequential assignments of imino resonances by sequential NOE
contacts. Solid and dashed lines indicate sequential NOE interactions for the 5� and the 3� halves of the molecule, respectively. Intra-base-pair NOE contacts between G
and U imino resonances typical for stable wobble G:U base pairs are marked with red lines.
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It quickly became clear that similar scalar couplings could be
observed for N�H ¥¥¥ N-type hydrogen bonds in noncanonical
base pairs as well. Remarkably, since the chemical shifts of the
different possible nitrogen donor and acceptor groups are well
separated, it is often possible to directly derive the base-pairing
pattern. Thus, by using the cross-hydrogen-bond scalar cou-
plings it was possible to characterize base pairing in A:A, G:A
(see Figure 12), and G:G mismatches (for examples, see
refs. [35 ± 38]), reversed Hoogsteen A:U base pairs,[38] Watson ±
Crick-type U:C base pairs,[39] and base-triples[40, 41] in DNA, RNA,
and RNA±protein complexes. Even intermolecular hydrogen
bonds between guanine N7 nitrogen atoms and arginine side-
chain guanidinium groups in an RNA±peptide complex could be
detected.[42] This experiment can also be applied to A:U base
pairs when D2O is the solvent.[40, 43, 44] The correlation starts on
the H2 proton of adenine and the magnetization is transferred to
N1 of adenine (2J(H2,N1)�14.5 Hz) and to the hydrogen-bonded
N3 of uracil. By direct observation of the hydrogen bond in D2O,
it is possible to differentiate between Watson ±Crick and
Hoogsteen base pairs.


Scalar couplings across hydrogen bonds can be observed for
N�H ¥¥¥ O�C-type hydrogen bonds as well, at least in small
nucleic acids.[45][42] However, there the coupling constants are
much smaller than that of the N�H ¥¥¥ N-type hydrogen bonds,
which makes their direct detection by NMR spectroscopy much
harder. Only recently, it was found that tertiary hydrogen bonds
between a 2�-hydroxy group as the hydrogen-bond donor and a
nitrogen atom as the acceptor also give rise to measurable scalar
couplings.[46]


The elucidation of hydrogen-
bonding patterns involving car-
bonyl groups as acceptors might
also benefit from chemical-shift
analysis. In particular, the chem-
ical shifts of the C2 and C4
carbonyl groups of uracils that
can be measured in 13C-labeled
RNA molecules are influenced by
their involvement in hydrogen
bonds. Thus, when comparing
the chemical shifts of uracil C4
and C2 groups in Watson ±Crick
A:U base pairs, in which C4 is a
hydrogen-bond acceptor and C2
is not hydrogen bonded, with
those in a wobble G:U base pair,
where C2 is hydrogen bonded
and C4 is not, the signal for C4 in
the A:U base pair is shifted down-
field with regard to that for C4 in
the G:U base pair, whereas the
signal for C2 in the A:U base pair
is shifted upfield. Interestingly, in
reversed Hoogsteen A:U base
pairs, where C2 of uracil is the
hydrogen-bond acceptor in con-
trast to C4 in a Watson ±Crick A:U


base pair, the C2 chemical shift is comparable with that in a
wobble G:U base pair (Wˆhnert, unpublished results). This
relationship holds true for U:U base pairs as well. For instance, in
asymmetric U:U base pairs, two N�H ¥¥¥ O�C hydrogen bonds are
observed, one with C2 as the acceptor and one with C4 as the
acceptor. Accordingly, one C4 group and the C2 group of the
other uracil are not involved in a hydrogen bond. For one uracil
in the base pair, a downfield-shifted C4 signal and an upfield-
shifted C2 signal are observed, whereas for the other uracil the
C4 signal is shifted upfield and the C2 signal is shifted downfield
(Figure 13).[47][39] However, these chemical-shift signatures of
carbonyl groups must be further explored in other base-pairing
geometries, before they will become a general tool for the
assignment of hydrogen-bonding patterns.


4. Description of a Hairpin ±Duplex Equilibrium
with NMR Spectroscopy


Secondary structure formation in RNA molecules depends on
many factors, for example, sample concentration, salt concen-
tration, pH value, and temperature. In the optimization of the
formation of one specific conformation, monitoring of the imino
region in a proton 1D NMR experiment proves helpful. As an
example, we show the results for a cUUUUg tetraloop (5�-
CGCUUUUGCG-3�; Figure 14). Similarly to UUU loops[22] the
cUUUUg tetraloops can form a hairpin and a duplex; at elevated
temperature, the hairpin melts to form single-stranded RNA
(Figure 14E).[48] We start with low sample concentration
(0.15 mM) and change both the phosphate and NaCl concen-


Figure 11. HNN-COSY experiment at 700 MHz and 298 K. On the right side, a Watson ± Crick G:C base pair is depicted.
The coupling constants are annotated. In this experiment, N1 of guanine can be correlated with the quaternary nitrogen
atom of the cytosine residue.
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trations (Figure 14A). The phosphate
concentration has only a small effect
on the line shape of the resonances.
In contrast, increasing the NaCl con-
centration has a pronounced effect
on the line shape and the chemical
shift of resonances in the spectra.
The signals at 12.5 ± 13 ppm are gua-
nine imino protons and the signals at
10.5 ± 11.5 ppm are uracil imino pro-
tons. The upfield shift of the uracil
resonances is unusual and results
from U:U base pairs. When the con-
centrations of RNA and NaCl are
increased (120 mM), four sharp lines
appear, which arise from the forma-
tion of two U:U base pairs in the
duplex conformation (Figure 14B).
The temperature dependence of the
NMR spectra reveals that the duplex
conformation is only stable at low
temperature (3 �C; Figure 14C). At
27 �C, only the hairpin conformation
is visible, and at even higher temper-
atures, the hairpin melts, the ex-
changeable resonances disappear,
and the aromatic signals resonate at
positions characteristic for single-
stranded RNA. The temperature tran-
sitions are reversible and are also
evidenced in native gels (Fig-
ure 14F, G). The 2D NOESY spectra
of the uracil imino signals provide
clear evidence that all four uracils
form base pairs to each other (Fig-
ure 14D).


Such transitions of secondary
structure are also observed for other
RNA molecules.[49] The D-loop of
Escherichia coli 5S rRNA, for example,
can exist as both a stem-loop and as
a duplex with two U:U base pairs in
the bulge region. Additionally, only
the dimeric form can be observed in
crystals of the RNA molecule. Since
there is only a slow interconversion
of the conformations in solution,
NMR spectroscopy can be used as a
tool for screening of the best crystal-
lization conditions to get crystals
containing exclusively the monomer-
ic or dimeric form of the RNA mole-
cule.


To distinguish between either du-
plex RNA or RNA hairpins, pulse-field-
gradient NMR experiments[50, 51] can
be used to measure diffusion con-


Figure 12. Identification of an imino-hydrogen-bonded G:A base pair with a G N1H1 ± A N1 hydrogen bond in the
HNN-COSY experiment. A) Secondary structure of an RNA hairpin with a tandem G:A mismatch with a pseudo
twofold symmetry. B) Geometry of an imino-hydrogen-bonded G:A base pair. An expected strong NOE contact
between the G imino proton and the A H2 proton typical for this base-pairing geometry is indicated by an arrow.
C) Identification of the donor and acceptor groups involved in the hydrogen bond by a combination of the HNN-
COSY, 2JHN-1H,15N-HSQC, and NOESY spectra. The HNN-COSY spectrum shows cross-correlations between G H1
hydrogen atoms and G N1 and C N3 nitrogen atoms (dashed lines) typical for Watson ± Crick G:C base pairs and
between the G5/G5� H1 hydrogen atom and the G5/G5� N1 and A4/A4� N1 nitrogen atoms (solid line). The
assignment of the nitrogen atom as an adenine N1 is supported by the 2JHN-1H,15N-HSQC spectrum, which provides a
correlation from the A4/A4� H2 hydrogen atom to the A4/A4� N1 and N3 nitrogen atoms (solid line). Typical
chemical-shift ranges of the relevant nitrogen atoms are indicated at the right side of the spectrum. A one-
dimensional cross-section from a 2D 1H,1H-NOESY spectrum taken at the chemical shift of the G5/G5� H1 hydrogen
atom shows the expected strong NOE cross-peak to the A4/A4� H2 hydrogen atom.
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stants.[52] Due to the dependence on both the length and the
shape of the RNA molecule, the diffusion constant proves to be a
sensitive measure of both forms of an RNA molecule.


5. Elucidation of RNA±Metal-Ion Interactions


It has long been known that for many RNA molecules, metal ions
are integral parts of their tertiary structure. This idea has recently
been extended towards the notion that complex RNA tertiary
structures possess a metal-ion core analogous to the hydro-
phobic core in protein structures.[53] Thus, it is not surprising that
many RNA molecules contain specific binding sites for mono-
valent and divalent metal ions. NMR spectroscopic approaches
to characterize metal-ion binding are based either on chemical-
shift changes, paramagnetic line broadening, or intermolecular
NOE contacts.


Chemical-shift changes can be measured with any ion. The
chemical-shift changes induced by ion binding can be either
directly transmitted due to the deshielding effect of the ion or
due to an ion-induced structural transition of the RNA. For
instance, chemical-shift changes induced by high concentrations
of sodium, magnesium, and lead ions have been used to map
out metal binding sites for the lead-dependent ribozyme.[54]


Butcher et al.[55] used magnesium ions and cobalt hexamine
ions to identify metal binding sites in the two domains of the
hairpin ribozyme. In both ribozymes, it was found that the metal
binding site is preformed in the RNA structure. Cobalt hexamine
is an analogue of a hexahydrated magnesium ion but causes
larger chemical-shift effects due to its higher charge. It has been
introduced by Kieft and Tinoco as a mimic of outer-sphere
complexation of hydrated magnesium ions by RNA.[56] Sensitive


reporters of chemical-shift changes
induced by metal-ion binding are
not only the resonances of the
proton, nitrogen, and carbon nuclei
of RNA but also the phosphorus
resonances as part of the negative-
ly charged RNA backbone. By using
31P chemical-shift changes upon
addition of magnesium, Hansen
et al.[57] identified a high-affinity
Mg2� binding site in the catalytic
core of the hammerhead ribozyme
that was not found in the publish-
ed crystal structure. Butcher and
co-workers[58] added an interesting
new twist to this approach. In their
investigation of a core component
of the spliceosome, the U6 RNA
intramolecular stem-loop, they in-
serted a single thiophosphate
group into the backbone of the
molecule and measured the chem-
ical-shift changes induced by the
thiophilic cadmium ion. Interest-
ingly, they could show that cadmi-


um bound with high diastereoselectivity when the pro S but not
the pro R oxygen atom was replaced with a sulfur atom.


Chemical-shift mapping as a probe for magnesium binding
sites is often complemented by paramagnetic line-broadening
studies, where the paramagnetic manganese ion is used to
replace magnesium.[59] The presence of the paramagnetic ion
results in an enhanced relaxation of the nuclei in its vicinity and
in turn leads to the disappearance of their NMR signals. The
strength of the effect is dependent on the distance and can
therefore be used to extract distance information that can be
incorporated in the structure calculation of the ion ±RNA
complex.[55]


However, a more direct way to obtain distance information is
to use intermolecular NOE contacts. These become available
when cobalt hexamine is used as a mimic of magnesium[56] or
ammonium ions are used to mimic monovalent cations such as
potassium or sodium.[55] By using intermolecular NOE contacts
between the amino groups of the complex ion and the RNA
protons, the Tinoco group solved the structures of cobalt
hexamine bound to domains of the group 1 intron,[56, 60] a frame-
shifting pseudoknot of the mouse mammary tumor virus,[61] the
GAAA stable tetraloop,[62] and the P4 element of the RNase P
ribozyme.[63] In many cases, the metal binding pocket was
formed by tandem mismatch base pairs, such as tandem G:U
base pairs[60] and tandem G:A base pairs.[62]


6. NMR Resonance Assignment of RNA


The first step for a complete resonance assignment is the
identification of nucleobase spin systems (HN , NH2, H2, H5, H6,
and H8). Secondly, the protons of the sugar moiety (H1�, H2�, H3�,


Figure 13. Chemical-shift dependence of the uracil C2 and C4 chemical shifts on base pairing. A) Secondary structure
of an RNA hairpin containing A:U, wobble G:U, and asymmetric U:U base pairs. B) Geometry of an asymmetric U:U
base pair. For one of the uracils C2 is the hydrogen-bond acceptor as in a wobble G:U base pair, whereas in the other
one C4 is the hydrogen-bond acceptor similar to an A:U base pair. C) H(N)CO spectrum of the hairpin RNA. The
chemical-shift ranges for the C2 and C4 carbons are indicated.
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Figure 14. 1D JR-Echo spectra at 600 MHz on the cUUUUg loop RNA. A) With different salt concentrations and 0.15 mM RNA at 7 �C. B) With different salt concentrations
and 1.5 mM RNA at 7 �C. C) With a 1.5 mM RNA sample at different temperatures. D) The 2D imino proton NOESY spectrum for the U duplex cross-peaks. The indicated
black and grey cross-signals belong together to one base pair. E) Schematic representation of the temperature-induced conformational change. F) The native gels of the
cUUUUg tetraloop RNA at three different temperatures with a DNA marker. The gels were calibrated on the lane of the DNA 16 mer for better comparison. G) Schematic
representation of the native polyacrylamide gels.
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H4�, H5�, H5��) are assigned. The spin systems of the nucleobases
are correlated with the sugar spin system either by observation
of NOE contacts between aromatic and H1� protons or by direct
correlation of the H1� resonances with the resonances of the
glycosidic nitrogen atoms of the nucleobases in HCN-type
experiments. As a third step, the assignments for the ribose spin
systems are completed by optimized HCCH-TOCSY experiments.
Then, sequential links between the nucleotide spin systems are
established by sequential NOE experiments (H6/H8 to H1�) or by
HCP and HCP-TOCSY experiments. In these four steps, a
complete assignment of all atoms can be established.


6.1 Assignment of the aromatic protons of the nucleobases:
Correlation of imino to aromatic protons


Traditionally, aromatic protons in pyrimidines of RNA are
assigned by examining NOE cross-signals from imino protons
to the H5 proton of cytosine and uracil. By using long mixing
times, cross-peaks to H6 are also observed due to spin diffusion.
Unfortunately, there is no direct solution for assigning H8 of
guanine and adenine. In uniformly 13C- and 15N-labeled RNA
molecules, a direct correlation of H8 resonances with N7 and N9
nitrogen by using nJ coupling constants is possible. The different
transfer pathways of the available pulse sequences are sum-
marized in Figure 15.


The first experiments to correlate hydrogen atoms from the
Watson ±Crick site of the nucleobase to the hydrogen atoms H8
(purines) and H6/H5 (pyrimidines) were developed by Simorre
et al. ,[64, 65] Sklenar et al. ,[66] and Fiala et al.[67] Simorre et al.[65] (Fig-


ure 15A) introduced a pulse sequence that was specific for guanine
nucleotides. From the imino proton, the magnetization is transferred
through an INEPT step to N1. By using CN-TOCSY transfer (DIPSI-3,
field strength 1.9 kHz), the magnetization is transferred to the base
carbon C6. The 15N and 13C carriers are set to 146 ppm and 161 ppm.
The homonuclear TOCSY-period (FLOPSY-8) with a duration of 38 ms
and an rf field strength of 5 kHz transfers the magnetization directly
to C8 or through C6 and C4 to C8. For this step, the carrier is set to
145 ppm. Subsequently, the in-phase C8 coherence is transferred by
reverse refocused INEPT steps to H8.


In Figure 15D, E, the transfer pathways exploited in the experiment
reported by Sklenar et al.[66] are depicted: the magnetization is
transferred in a reverse manner from H8/H6 to the imino proton. For
the CC transfer and the CN transfer the same rf field strength of
2.9 kHz is applied. Mixing times for CC-TOCSY and CN-TOCSY transfer
are 19 ms and 58 ms, respectively. The carrier is set to 150 ppm for 13C
and 153 ppm for 15N. This pulse sequence is also applicable to
guanine and uracil bases.


The pulse sequence by Fiala et al.[67](transfer pathway in Figure 15D)
correlates the nonexchangeable protons with the exchangeable
protons in guanine bases. The CN transfer is achieved by INEPT steps
with a selective C6 pulse. The carrier for 15N is set to 120 ppm, which
corresponds to the middle of the resonance frequency of N1 and
NH2. The CC-TOCSY mixing time is 55 ms with a field strength of
3 kHz on carrier at 150 ppm.


All three experiments are quite similar; the main difference is the
TOCSY transfer step and the chosen carrier frequency. Also the last
experiment uses a CN-INEPT instead of CN-TOCSY. Wijmenga and
van Buren[2] simulated the transfer efficiency of these sequences. The
efficiency depends only on the CC-TOCSY step. CN-INEPT and CN-
TOCSY transfer steps are equal in their transfer efficiencies. The
simulation shows that the main transfer is supplied by the C8 ±C6


route and indicates that the sequence
by Simorre et al. is the most efficient
for larger systems. The sequence by
Sklenar et al. has the advantage that
it correlates imino protons in gua-
nines and in uracils with nonex-
changeable protons in a single ex-
periment; the disadvantage is that it
shows the worst transfer efficiency as
compared to the other sequences.
However, for RNA molecules which
give rise to high-quality NMR spectra,
the desired correlation peaks can be
observed, as shown in Figure 16
where the sequence was applied to
the cUUCGg tetraloop RNA.


A second pulse sequence by Simorre
et al.[64] (Figure 15B, C) correlates the
exchangeable protons in uracil (H3)
and guanine (NH2) with the H6 pro-
tons. In this experiment, the magnet-
ization is transferred from C4 to C6
not by a CC-TOCSY step but by using
two INEPT transfers because of the
different chemical shifts and coupling
constants of C4, C5, and C6.


The correlation of the H2 protons
with the H8 protons can be achieved
in an HCCH-TOCSY experiment[68, 69]


(Figure 15F). The carbon network in


Figure 15. The transfer ways for the NMR experiments correlating nuclei in the nucleobases: A) HNC-TOCSY-CH, B)
and C) HNCCCH, D) and E) HCCNH TOCSY, F) HCCH TOCSY, G) and H) H5(C5C4N)H, and I) H6C6CCH(Me). References are
given in the text, numbers on the arrows indicate the size of scalar couplings between the connected atoms in Hz.
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adenine is relatively complex and with a CC-TOCSY experiment a
considerable part of the magnetization is lost through unwanted
coherence transfer pathways (for example, involving the spin of C5).
An alternative way to achieve this correlation is the HMBC experi-
ment.[70]


Wˆhnert et al.[71] (Figure 15G, H) correlated the H5 proton in
uracil and cytosine with the exchangeable protons by applying
sequential relay steps with selective pulses. For 13C-labeled DNA,
it is possible to correlate the H6 proton with the methyl group in
thymine nucleotides[72] (Figure 15 I).


Recently, a modified pulse sequence has been developed by
Wˆhnert et al.[73] for the simultaneous correlation of either H6/H5
or C5/C6 to exchangeable protons in pyrimidines. The experi-
ment uses the same transfer pathway depicted in Figure 15B, C
but in the opposite direction, starting from the nonexchangeable
protons. This experiment has a high sensitivity.


6.2 Assignment of protons of the sugar moiety:
Correlation of aromatic protons to sugar protons


Interresidual sequential assignment in helical A-form RNA is
obtained by observation of NOE contacts between aromatic
and sugar protons (Figure 17). All aromatic protons show NOE
cross-peaks to the H1� protons of their own ribose and to the
preceding nucleotide in the 5� direction. Although the
sequential H1� aromatic proton distance is larger than 4 ä
in helical A-form RNA, a cross-peak can be observed due to
spin diffusion through the H2� proton.[74] The major problem
in applying this NOE-based assignment procedure is to find
suitable starting or anchoring points for the assignment walk.
One possibility is to use the H2 protons of adenine. The
distance between H2 and the sequential H1� proton in helical
A-form RNA is shorter than 4 ä. The H2 proton can be
identified by NOE contacts to the uracil imino proton in H2O
or in a 1H,13C-HSQC, because the C2H2 region (150 ppm) is
well resolved and no signals arising from other resonances
are observed.


Figure 16. 2D HCCNH experiment (Sklenar et al.[66] ) on the cUUCGg tetraloop RNA
at 700 MHz.


Figure 17. A) Schematic representation of the sequential assignment strategy in helical A-form RNA for nonexchangeable protons. The arrows show the intraresidual
NOE connectivities between the aromatic and the sugar protons H1�± H3� and the sequential NOE correlation between the H3� ± H6, H8 protons and the H5 ± H1� protons.
The sequential assignment of the helical A-form conformation is possible by determination of these NOE cross-peaks. In addition to the exchangeable protons,
only the intercatenar NOE interactions between the adenine H2 and H1� of the corresponding RNA strand give information about the helical conformation. B) An
example for the NOESY assignment procedure shown for the cUUUUg loop RNA. The NOESY spectrum was recorded in D2O at 600 MHz and the mixing time was
300 ms. Annotation by using two residues indicates connectivities due to sequential NOE contacts and annotation with one nucleotide indicates intraresidual NOE
interactions.
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The NOE cross-peaks of 5�- and/or 3�-terminal nucleotides can
serve as alternative starting points. The chemical shifts of the
protons in terminal nucleotides are shifted, for example, the
chemical shifts of H2� and H3� protons at the 3� end are moved
lower field because of the missing phosphate group.


In A-form helices, three relatively strong NOE contacts and one
weak NOE are observed for every aromatic proton in the
aromatic ± sugar region in the NOESY spectra recorded with
short mixing times (50 ± 100 ms; Table 4). Strong NOE contacts
reveal inter- and intranucleotide connectivities to the H3� proton
(distances smaller than about 3 ä) and a very strong NOE exists
to the sequential H2� proton (distance about 2 ä). The intra-
residual aromatic/H2� cross-peak is weak. These strong NOE
contacts to the neighboring nucleotides arise due to intra-
catenar base stacking.


By using long mixing times (�300 ms), spin-diffusion-medi-
ated NOE contacts to the sugar protons H4�, H5�, and H5�� can be
observed. However, in most RNA sequences, their assignment is
difficult because of the low chemical-shift dispersion in this
region. The aromatic ± aromatic interresidual NOE contacts in
NOESY experiments with long mixing times are very helpful for
sequential assignment. In summary, for the NOE-based sequen-
tial assignment procedure, a careful analysis of the cross-peaks
observed in different experiments yields the desired informa-
tion.


The pyrimidine H5 and H6 resonances are easy to identify
because of the strong NOE cross-signals observed in NOESY
experiments with short mixing times. In addition, the signals are
split by 7 Hz due to the homonuclear 3J(H5,H6) coupling. In 13C-
labeled RNA, the identical chemical-shift resonances of C6 and
C8 can be distinguished by the 1J(C5,C6) coupling constant of
the C6 resonances. Cytosine and uracil can be distinguished by
the difference between the chemical shifts of the C5 resonances
in both nucleotides.


The assignment of resonances in single-stranded RNA is very
difficult ; base stacking is missing which leads to a much reduced
chemical-shift dispersion. By using NOESY experiments with
different mixing times, it is possible to assign the aromatic
resonances (H2, H5, H6, and H8) and the sugar resonances (H1� ±
H3�). Only in exceptional cases is the assignment of the rest of
the sugar protons possible. A sequential assignment breaks at
nonpaired nucleotides, for example, bulges. For these regions,
isotope labeling of RNA molecules has proven indispensable.


In addition, in 13C- and 15N-labeled RNA, heteronuclear-edited
3D NOESY-HSQC experiments, in which the chemical shifts of the


heteronuclei 13C or 15N or both are evolved, can be used for
assignment. Some useful experiments are:
� 2D (1H,1H)-NOESY in H2O with different mixing times
� 2D (1H,1H)-CPMG-NOESY in H2O[75]


� 3D (1H,1H,15N)-NOESY-HSQC in H2O
� 3D (1H,1H,13C)-NOESY-HSQC in D2O
� 3D (1H,1H,13C)-NOESY-HSQC selective for C2, C6, and C8 in


H2O/D2O
� 3D (1H,1H,13C)-NOESY-HSQC selective for Cribose in D2O
� For base-specifically labeled RNA molecules or RNA com-


plexes, �1-13C-filtered, �3-13C-edited 3D (1H,1H,13C)-NOESY-
HSQC in D2O[76]


6.3 Direct correlation of resonances from the nucleobases
with resonance from the ribose sugar moiety


Correlation of the nucleobase protons with sugar protons is
obtained in HCN triple-resonance experiments in 13C,15N-labeled
RNA.[77±82] This experiment is very important for the assignment
because of the quite different nitrogen chemical shifts of purines
and pyrimidines. In addition, a smaller difference in the 15N
chemical shift allows cytosine and uracil to be distinguished
(Figure 18).


The easiest implementation of the HCN experiment uses INEPT steps
in an out-and-back experiment.[77] The delay for the CH transfer is a
compromise for the varying 1J(C,H) coupling constants: 1J(C1�,H1�)�
168 Hz, 1J(C6,H6)� 185 Hz, and 1J(C8,H8)� 216 Hz. The 1J(C1�,C2�)
coupling constant can be suppressed in the simultaneous t1 time
and CN transfer by either using a constant time delay (CT� 1/
1J(C1�,C2�),[77] a C2�-selective refocusing pulse,[78]or a C1�-selective
inversion pulse.[80] The coherence transfer from the aromatic proton
to the nitrogen atom is optimized by using a 15N-selective pulse
(150 ppm) to suppress the magnetization transfer to N7 (220 ppm)
for purine. The C6/C8�N1/N9 transfer is optimal for a delay of
40 ms. The transfer efficiency in the HCN experiment was simulated
by Wijmenga et al.[2] The simulation reveals that implementation of
selective C2� decoupling provides the best sensitivity. However, a
more important role is played by the decoupling of the aromatic
carbon atoms C2, C4, and C5 with a C6/C8-selective pulse.


As originally demonstrated for proteins by Grzesiek and Bax,[83] a
sensitivity enhancement for larger isotope-labeled proteins or RNA
molecules can be obtained in certain cases by evolution of
multiquantum (DQ/ZQ coherence, DQ�double quantum, ZQ�
zero quantum) instead of single-quantum coherence for HC
correlation.[79] For DQ/ZQ coherence, relaxation due to CH dipole ±
dipole interactions is inactive, which results in a considerable gain in
sensitivity. More sensitivity enhancement, at least for correlation
peaks involving aromatic carbon atoms, is obtained by exploiting the
TROSY effect in the HCN experiment.[81] The combination of TROSY
and multiquantum excitation is therefore optimal for larger RNA
molecules.[82]


In the HCNCH-type[84] experiments, the HCN experiment is expanded
by a relay step. The H1� proton magnetization is transferred in a
manner analogous to the HCN experiment to N1/N9 and forward
through C6/C8 to H6/H8. In this experiment, it is necessary to choose
an optimal combination of selective pulses, delays, and carrier
frequencies for the transfer. For the purine nucleotides, alternative
implementations have been reported[85] that use the 2J(N9,H8)
coupling constant (purine: 2J(N9,H8)� 8 Hz; pyrimidine: 2J(N9,H8)�
4 Hz) for the direct transfer from N9 to H8.


Table 4. Typical NOE interactions observed in helical A-form conformations.[a]


NOE interaction Sequential Intraresidual


H1� ±H8/H6 w w
H2� ±H8/H6 s w
H3� ±H8/H6 m m
H2� ±H1� w s
H6/H5 w s


[a] w�weak (4 ± 6 ä), m�medium (2.5 ± 4 ä), s� strong (1.5 ± 2.5 ä).
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6.4 Complete resonance assignment
of the nucleobases


As described above, the resonance
assignment of the imino and base
protons can be derived by using sev-
eral NOESY experiments with different
mixing times. In the next step, the
application of standard 1H,13C-HSQC
and 1H,15N-HSQC experiments reveal
the resonances of the heteroatoms
attached to the assigned protons.


For the assignment of the N7 and N9
nitrogen atoms of guanine and ade-
nine and the N1 and N3 atoms of
adenine one uses a modified HSQC
experiment, the so-called 2J-15N-
HSQC.[86] In this experiment, the delay
of the INEPT step for magnetization
transfer from proton to nitrogen is
optimized for the 2J(H,N) coupling.
Therefore, this experiment correlates
the aromatic protons H8 and H2 with
nitrogens N7/N9 and N1/N3, respec-
tively (Figure 19).


With the application of another
standard pulse sequence, the 2D
HNCO,[87] a correlation between the imino atoms and the C2
and C6 carbon atoms in guanine and C2 and C4 atoms in uracil
can be achieved. For the magnetization transfer, subsequent
INEPT steps exploit the 1J(H,N) scalar coupling between the
imino proton and the attached nitrogen atom and also the scalar


coupling 1J(N,C) between the nitrogen atom and the attached
carbon atom of the carbonyl group (Figure 20). For the
correlation of amino protons in cytosine, which are assignable
by using an 15N-HSQC-NOESY experiment, with the carbon atom
C4, one applies the same HNCO experiment, the only difference


Figure 19. HSQC spectrum at 700 MHz and 298 K with a depiction of the magnetization transfer in adenine und
guanine.


Figure 18. 2D H(C)N experiment at 700 MHz and 298 K for the cUUCGg tetraloop.
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being that the transmitter frequency of nitrogen is set to the
resonance frequency of the amino nitrogen atom at 80 ppm.


For the resonance assignment of the remaining quaternary
atoms in the nucleobases two new experiments[6] have been
developed. The first one is the so-called HCNC experiment that
correlates the aromatic protons and the sugar proton H1� with
the quaternary C4 carbon atom of guanine and C2 of cytosine.
The transfer of magnetization is obtained by INEPT steps, which
exploit the scalar couplings shown in Figure 21. The advantage
of this experiment is that in both cases it starts at protons (either
the sugar protons H1� or the aromatic protons H6/H8) that are
well resolved and easy to assign.


By using a modified HNCOCA
experiment,[87] it is possible to
assign the quaternary C5 carbon
atom in guanine. The resulting
pulse sequence is called HNC6C5,
named after the pathway of mag-
netization. The experiment uses
selective INEPT steps to correlate
the imino proton with the quater-
nary carbon atom C5. As depicted
in the spectrum (Figure 22), the
dispersion of chemical shifts for
these atoms is limited, but it is
sufficient to obtain a complete
resonance assignment of all NMR-
active nuclei in the nucleobases.


6.5 Complete assignments of
sugar atoms


Based on the sequential assign-
ment of the H1� protons, one needs


just a single experiment, the 3D forward-directed HCC-TOCSY-
CCH-E.COSY,[88±90] to assign all the remaining atoms in the sugar
moieties of the RNA molecule. In this experiment, the 1H and 13C
atoms of the ribose ring are correlated by two sequential transfer
steps, a CC-TOCSY and a COSY, by exploiting the large scalar
1J(C,H) and 1J(C,C) couplings that depend only to a small degree
on the conformation of the nucleotide. This experiment is also
advantageous in comparison to the normal HCCH-TOCSY
experiments[91] because the resolution is much higher. In this
optimized 3D experiment, one observes the peaks of the type
Ci�Hi� 1� (with i�1 ±4, sugar nomenclature) of every single
nucleotide in a frequency plane that is edited with the chemical


shift of the well-resolved corre-
sponding H1� proton. The reso-
nance assignment is obtained by
choosing the distinct 1H,13C fre-
quency planes edited with the
corresponding H1� proton chemi-
cal shift in the 1H± 1H projection. By
comparing these planes to the
1H,13C-HSQC spectrum, all signals
of one spin system, according to a
ribose moiety, can be correlated
and assigned (Figure 23).


Sequential assignment of adja-
cent sugar moieties can be ob-
tained by using the 3D HCP experi-
ment.[92±94] In this experiment,
H3�iC3�i and H4�iC4�i resonances
are correlated with Pi�1 on the 3�
side and the H5�i/H5��iC5�i and
H4�iC4�i resonances are correlated
with Pi on the 5� side of the
phosphodiester backbone. This al-
lows not only a sequential assign-


Figure 20. 2D H(N)CO spectrum at 700 MHz and 298 K with a depiction of the magnetization transfer in guanine and
uracil.


Figure 21. H6/H8 ± C6/C8 ± N1/9 ± C2/C4 experiment at 700 MHz and 298 K with a depiction of the magnetization
transfer during the HCNC experiments.
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ment of the C4�H4� resonances but also a partial assignment of
the resonances in the ribose spin system. The magnetization
transfer is similar to those in the CT-HNCO and HCN experiments
and follows an out-and-back manner with sequential INEPTsteps
(Figure 24).


For small RNA molecules, the 3D HCP experiment can be
extended by an additional CC-TOCSY transfer step to directly
correlate the phosphorous resonances with the well-resolved
C1�H1� region of the spectrum.[95]


7. Conformation Analysis with Chemical
Shifts


The chemical shift is a sensitive measure for RNA conforma-
tion. Unusual conformations can be detected by comparing
the referenced chemical shifts of the examined RNA with the
data deposited in the BMRB database. Such a procedure can
be applied to all NMR-active nuclei. The dependence of 1H
chemical shifts on secondary structure has been analyzed in
detail for a number of different RNA molecules including the
cUUCGg tetraloop[96] and shall not be discussed here.


31P chemical shifts and their deviations from standard
chemical shifts in A-form RNA are often taken to be indicative
for unusual conformations around the phosphodiester back-
bone. It is possible to calculate the deviations in the 31P
chemical shift from the mean value of the assigned RNA
molecules deposited in the BMRB database. In the cUUCGg
tetraloop, significant variations for the phosphorous chemical
shift are observed for the loop residues U7, C8, G9, and the
nucleotide G10 that is part of the closing base pair (Fig-
ure 25C). The chemical shifts of the residues in canonical
A-form conformation are not significantly different from the
mean value.


13C chemical-shift data yielding the sugar pucker modes
could be obtained following the sophisticated analysis of


solid-state NMR data by Ebrahimi et al.[97] For this analysis,
canonical coordinates were calculated by using the chemical-
shift data (�) according to Equations 1 and 2.


can1 � 0.179�C1�� 0.225�C4��0.0585�C5� (1)


can2 � � 0.0605(�C2���C3�)� 0.0556�C4�� 0.0524�C5� (2)


The first canonical coordinate can1 describes the pseudor-
otation phase of the sugar moiety. For can1�� 6.25 ppm, the


Figure 22. 2D H(NC)C spectrum at 700 MHz and 298 K with schematic presentation of the magnetization transfer in guanine.


Figure 23. 1H,13C plane at �1� {1H}� 5.674 ppm in forward-directed HCC-TOCSY-
CCH-COSY experiments at 600 MHz and 298 K for the UUCG tetraloop.
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sugar is in a C3�-endo conformation, for can1��6.25 ppm, the
sugar adopts a C2�-endo conformation. The second coordinate
can2 determines the conformation of the exocyclic torsion angle
�. If the torsion angle � is in a gauche ±gauche conformation
(���60�), can2�� 16.8 ppm. Population of either of the two
gauche ± trans conformations (���60�, 180�) results in a
coordinate can2 smaller than �16.8 ppm. Application of these
rules to the chemical-shift data of the cUUCGg tetraloop allows
clear discrimination between residues with different sugar
pucker modes (Figure 25A). According to this analysis, residues
C8 and U7 adopt a C2�-endo conformation; while all other
residues are in C3�-endo conformation. The coordinate analysis
fails for residue G1, maybe due to a higher conformational


flexibility at the 5� end of the stem or due to the additional
charge that alters the chemical shifts. These results are in good
agreement with the published structures and are also in very
good agreement with the analysis of scalar 3J(H,H) coupling
constants and cross-correlated relaxation rates in the ribose
ring.


Discrimination between gg and gt conformations and the
exocyclic torsion angle � on the basis of can2 is less convincing.
Most of the values of can2 are clustered in the region between
�16.6 and �17.0 ppm. Only the nucleotides G1, U7, C8, G9, and
G10 are clearly in the gg conformation. The uncertainty in the
analysis could be due to the simultaneous use of the chemical
shifts of C2� and C3� in the calculation. For the tetraloop, the


Figure 24. A) Representation of the HCP experiment on the left. The correlated atoms in the experiment are indicated through the exploited scalar coupling represented
by arrows. The right-hand side shows the expected 2D 1H-13C plane of the 3D experiment at different phosphorous chemical shifts. The C4�H4� resonance of one ribose
unit is correlated with two phosphorous resonances, Pi and Pi�1. The C2�H2� and the C3�H3� are correlated with Pi�1 and C5�H5�/H5�� with Pi ; the C4�H4� unit shows cross-
peaks to both Pi and Pi�1. B) 1H, 31P projection of the 3D HCP spectrum of the cUUCGg tetraloop. C) The 3D HCP experiment in form of a strip plot. The sequential
assignment pathway is indicated.
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analysis would predict residues with can2��17 ppm to be in a
gg conformation around the exocyclic torsion angles �.


By analyzing the chemical-shift data of the C5�H5�/C5�H5��
resonances, a stereospecific assignment of the prochiral H5�/H5��
protons was obtained. It is observed that in helical RNA
structures, the resonance of the H5�(pro-S) proton is shifted
up-field with regard to the resonance of the H5�(pro-R) proton.[98]


This rule is unfortunately not applicable to noncanonical regions
of RNA structures. However, a stereospecific assignment is
possible by correlation of the difference in the proton chemical
shifts of the pro-S and pro-R protons with the respective carbon
chemical shift, ��[H5(pro-S)�H5(pro-R) ](�13C).[89] If one depicts
the differences of the proton chemical shifts versus the carbon
chemical shift, the stereochemical assignment is revealed (Fig-


ure 25B). A general anti correlation could be observed for the
carbon chemical shift of these resonances. An exception is
residue C8; this is probably the result of the different con-
formation of � at this loop position. These results are in good
agreement with the data obtained from the analysis of the
2J(C4�,H5�/H5��) and 3J(H4�,H5�/H5��) coupling constants.


8. Delineation of Secondary Structure Motifs
such as Hairpins and Bulges


Many RNA structures are built up in a modular fashion from
smaller structural elements that fold autonomously and are
stable on their own. Due to their noncanonical structure, some of
these structural elements give rise to resonances in the NMR


Figure 25. Chemical-shift analysis for the determination of: A) the sugar pucker mode and the exocyclic torsion angle � (from the work of Ebrahimi et al.[97] ), B) the
stereospecific assignment of the H5� and H5�� protons in RNA (from the work of Marino et al.[89] ), and C) the conformation of the phosphodiester backbone
(from the work of F¸rtig et al.[6] ).







H. Schwalbe et al.


956 ¹ 2003 Wiley-VCH Verlag GmbH &Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2003, 4, 936 ± 962


spectra with unusual chemical shifts outside of the standard
chemical-shift ranges. Furthermore these chemical shifts are
often similar when such a modular element is present in different
contexts in different RNA molecules. A classical example of this is
the UNCG family of stable tetraloops. The tight fold of the loop
with an unusual U:G base pair, a guanine residue in the syn
conformation, and a cross-strand stacking interaction between
the first and the third loop-nucleotides[8] results in a number of
NMR signals far outside the usual chemical-shift ranges[59]


(Figure 26A). These chemical-shift patterns do not change when
the loop is inserted into other RNA molecules (Figure 26B) and
due to their good separation from the bulk of the other signals
they can still be recognized and the presence of a UNCG loop
element can be verified. A similar fingerprint of unusually shifted
resonances can be found for another family of stable tetraloops,
the GNRA tetraloops.[99±101] A further example of a structural
motif giving rise to a specific chemical-shift pattern might be
provided by the loop E-motif. The loop E-motif[102] occurs in a
variety of internal bulges in different RNA molecules such as
5S rRNA,[103, 104] the ribosomal sarcin loop,[100, 101] the hairpin
ribozyme domain B,[105] and viroids.[106] However, with the avail-
ability of more completely assigned and structurally character-


ized RNA molecules, the connection between chemical-shift
patterns and conserved structural elements will become clearer
and more motifs might be found.


9. Determination of Local Conformation and
Conformational Dynamics in RNA


The conformation of the phosphodiester backbone and the
ribosyl furanoside plays a dominant role in preorganizing the
overall structure of a nucleic acid. Therefore, the properties and
interaction possibilities of an RNA molecule depend on the
conformation and the dynamics of the ribose ring and the
phosphodiester backbone.


The determination of the pseudorotation phase P and
pseudorotation amplitude �max of the ribose moiety is based
on the interpretation of homonuclear 3J(H,H) coupling constants.
The sugar pucker in canonical A-form RNA is C3�-endo. In this
conformation, the orientation of H1� to the H2� proton is
synclinal and one observes a small 3J(H1�,H2�) coupling constant.
The H3� and H4� protons are in an antiperiplanar orientation and
one observes a large 3J(H3�,H4�) coupling constant. In contrast,
small 3J(H3�,H4�) and large 3J(H1�H2�) coupling constants are the


signature for a ribose sugar
moiety in C2�-endo conforma-
tion. The 3J(H2�,H3�) coupling
constant cannot be used for
differentiation because in both
conformations its value is
around 4 Hz. The dependence
of the 3J(H,H) coupling constants
on the sugar conformation is
shown in Figure 27.


The homonuclear 3J(H,H) cou-
pling constants for two RNA
hairpins (the cUUUUg loop and
cUUCGg loop) have been deter-
mined in the forward-directed
HCC-TOCSY-CCH-E.COSY experi-
ment (Figure 28),[88, 90] and Ta-
ble 5 provides a summary of
the extracted coupling con-
stants. The pseudorotation
phase P and amplitude �max can
be calculated by using the pa-
rameterization of Haasnoot
et al.[107±109] The results (see Ta-
ble 5) for the cUUUUg loop show
that U4 is in a C3�-endo confor-
mation whereas the ribose rings
of U5 and U7 adopt C2�-endo
conformations. The coupling
constants of U6 cannot be ex-
plained with one static confor-
mation of the ribose ring. There-
fore, the sugar moiety of this
nucleotide must be flexible and
can be modeled under the as-


Figure 26. Identification of a UUCG stable tetraloop motif in two different RNA molecules by the chemical-shift signature.
A) 1H,13C-HSQC spectrum of a small hairpin RNA closed by a stable tetraloop with resonances exhibiting unusual chemical
shifts due to the tetraloop fold indicated in boxes. B) 1H,13C-HSQC spectrum of a larger RNA containing a similar tetraloop.
Again the resonances belonging to the loop are marked in boxes.
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sumption of an equilibrium between the C2�- (37%) and C3�-
endo (63%) conformations. This result is consistent with those
obtained when measuring a larger set of heteronuclear nJ(C,H)
coupling constants[110] or cross-correlated relaxation rates.[111]


While the cUUUUg loop shows conformational flexibility in at
least one of the ribose moieties of the loop nucleotides, the
cUUCGg-loop nucleotides adopt more rigid sugar conforma-
tions. The ribose rings of U6 and G9 adopt canonical A-form
conformations whereas the ribose rings of U7 and C8 adopt
B-form conformations. The scalar coupling data (Figure 29)
indicate that in the case of the cUUCGg loop, the closing base
G10 might adopt an unusual sugar conformation. If one
interprets the values of the coupling constants as mean values
of two differently populated canonical conformations, the values
must be based on an equilibrium between 67% in A- and 33% in
B-form conformations for nucleotide G10.


Measurement of 3J(H,H) coupling constants provides a
valuable tool for describing the conformation, including the
dynamic equilibria, of the sugar rings that determines the overall


conformation. A further discussion of
available NMR parameters for the de-
termination of the phosphodiester
backbone has been provided previous-
ly (by Schwalbe et al.[112] and by Grie-
singer et al.[113] ). Table 6 summarizes the
NMR parameters available for the de-
termination of dihedral angles in RNA:
homo- and heteronuclear vicinal cou-
pling constants (3J) and cross-correlated
relaxation rates (� rates).


10. RNA Global Structure:
Residual Dipolar
Couplings


A notorious problem in the structure
determination of RNA based on NOE
contacts and scalar couplings is the
absence of long-range NOE contacts
due to the often elongated rodlike
helical structures of RNA. The short-
range nature of the NOE information
does not allow a precise definition of
the relative spatial orientation of distant
parts of the molecule. Therefore, it is
difficult to extract information about
helical bend and end-to-end orienta-
tion or interhelical angles for different
helical parts of a molecule. Here resid-
ual dipolar couplings (RDCs) present a
new source of structural information
that can be used to overcome these
obstacles. RDCs contain global struc-
tural information since they report on
the orientation of individual bond vec-
tors with regard to the axes of the
alignment tensor of the molecule. They


Figure 27. Karplus relation of 3J(H1�,H2�), 3J(H2�,H3�), and 3J(H3�,H4�) coupling
constants depending on the pseudorotation phase P at a pseudorotation
amplitude �max of 44�.


Figure 28. Forward-directed HCC-TOCSY-E.COSY spectra for 1.5 mM UUUU tetraloop RNA. A, C) Correlation from
C1� ± C3�. B, D) Correlation from C4� ± C5�.
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are caused by the presence of an aligning medium that
interferes with the isotropic tumbling of a molecule and induces
a certain degree of alignment of the molecule with respect to


the magnetic field. Alignment media that have been used for
nucleic acids are filamentous phages[114] introduced by Pardi and
co-workers, n-alkyl-polyethylene glycol/n-alkyl-alcohol bi-


Figure 29. Depiction of the scalar couplings 3J(H1�H2�) and 3J(H3�H4�) versus the nucleotide sequence. In the lower part of the figure, the corresponding secondary
structures of the molecules are depicted. Grey numbers of the nucleotide indicate that these nucleotides are 13C- and 15N-labeled. Loop nucleotides are depicted in grey
like the loop region of the plots.


Table 6. Experimental parameters available for the determination of the local conformation (�, �, �, �, �, �, 	, P, and �max) of RNA molecules.


Structural parameter NMR spectroscopy parameter Ref.
Cross-correlated relaxation rates Homonuclear 3J coupling constants Heteronuclear 3J coupling constants


backbone:
� �DD�CSA


C�iH�i �P�i
[141]


� �DD�DD
H5�iC5�i �H5��i P�i


3J(H5�,P), 3J(H5��,P), 3J(C4�,P) [142 ± 147]
� 3J(H4�,H5�), 3J(H4�,H5��) 3J(C3�,H5�), 3J(C3�,H5��) [88, 89, 110, 148]
	 3J(H3�,H4�) 3J(C5�, H3�), 3J(C2�,H4�) [88, 89, 110]

 �DD�DD


H3�iC3�i �H3�i P�i�1


3J(H3�,P), 3J(C2�,P), 3J(C4�,P) [142 ± 147, 149, 150]
� �DD�CSA


C3�iH3�i �Pi�1
[141]


glycosidic bond: � �DD�CSA
C1�H1��N, �


DD�CSA
C2�H2��N


3J(C6/C8,H1�), 3J(C4/C2,H1�) [143, 151, 152]
ribose moiety: �max , P �DD�DD


C1�H1��C2�H2�, �
DD�DD
C3�H3��C4�H4�


3J(H1�,H2�), 3J(H3�,H4�) 3J(C,H) [88, 110, 111, 153]
hydrogen bonding �DD�DD


NH�N���H, �CSA�CSA
N�N , �DD�CSA


NH�H
h3J(N,N), h2J(HN,N) [32, 154, 155]


Table 5. Experimental homonuclear proton coupling constants for the cUUUUg and cUUCGg tetraloops extracted from forward-directed HCC-TOCSY-CCH-E.COSY
spectra.


cUUUUg loop cUUCGg loop
U4 U5 U6 U7 U6 U7 C8 G9


3J(H1�,H2�)[a] 2.6� 0.3 8.7�0.1 6.8� 0.1 8.1 0.2 8.0 9.3 0.6
3J(H2�,H3�)[a] 5.2� 0.3 5.5�0.1 5.4� 0.1 5.4� 0.3 5.5 5.2 4.9 3.4
3J(H3�,H4�)[a] 8.9� 0.2 1.6�0.2 4.7� 0.1 3.1� 0.2 11.0 1.0 0.6 7.6
rmsJ[b] 0.42 0.42 1.07 0.24 1.3 0.2 0.7 0.6
Pseudorotation amplitude[c] (�max) 44 43 42 44 43 38 44 44
Pseudorotation phase[c] (P) 44 144 123 134 29 160 155 16


[a] Average coupling values; determination of the coupling constant at two different submultiplets. [b] rmsJ� ((Jtheo� Jexp)2)�1/2/(n)�1/2 measured in Hz, where
n is the number of couplings. [c] Prediction with the parameters described in the work of Haasnoot et al.[107±109]
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celles,[115, 116] and the magnetic field itself.[117, 118] The introduction
of orientation restraints derived from residual dipolar couplings
leads to a higher precision of the derived structures in standard
structure determinations (for examples, see refs. [119 ± 122]),
especially in loop regions where NOE contacts tend to be more
scarce.[116] A further improvement of structure determinations


can be expected from the measurement of more exotic dipolar
couplings such as PH couplings between protons in the bases
and the phosphorus nuclei in the RNA backbone,[123] since they
report on the conformation of the backbone, which is notori-
ously underdefined in classical NMR structure determinations
due to the low proton density along the backbone. In addition,


Figure 30. Identification of the interaction surfaces in the complex of the E. coli 5S rRNA E-loop and ribosomal protein L25 by chemical-shift mapping (from the work of
Stoldt et al.[132] ). A) Left : 1H,15N-HSQC spectrum of 5SE RNA in the absence (open contours) and the presence (filled contours) of rL25 with the assignments
indicated. Residues labeled in red are only observable in the bound state due to protection from fast exchange with the solvent in the presence of the protein. Right :
Mapping of residues with substantial chemical-shift changes (red circles) or protection from solvent exchange (red squares) onto the secondary structure of 5SE RNA to
reveal a bipartite protein binding site. B) Left : 1H,15N-HSQC spectrum of rL25 in the absence (open contours) and the presence (filled contours) of 5SE RNA with the
assignments indicated. Right : Mapping of residues with substantial chemical-shift changes onto the structure of rL25 in the RNA-free form (from the work of Stoldt
et al.[132] ).
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1H,1H residual dipolar couplings[124] can potentially be used as
sources for long-range distances and for orientation information.


However, the full potential of RDCs as constraints is shown
when in the definition of global structural features such as
interhelical angles, for example, in the complex of the U1A
protein with its target RNA,[125] the theophylline aptamer
complex,[126] or the domain orientation in tRNA molecules.[127]


The example of tRNA already shows that it is possible to derive
structural information for larger RNA molecules that are normally
not amenable to a full structural characterization by NMR
spectroscopy. In a study of the hammerhead ribozyme[128] it was
shown that the relative orientations of the three helical parts in
the absence of magnesium in solution is totally different to the
crystal structure and major interhelical reorientations have to
occur before the ribozyme folds into its catalytically active
conformation. Furthermore, it is possible to align ligands and
their target RNA with respect to each other without the need for
a full structure determination, based on RDC information.[129] In
addition, Patel's group used residual dipolar couplings to obtain
information on RNA dynamics in the case of HIV1-Tar RNA with
respect to interhelical motions;[130] this indicated that the free
RNA was already able to sample conformations of the ligand-
bound state. RDCs also appear to have the potential to speed up
RNA structure determination in general in structural genomics
approaches.[131]


11. Mapping of Interaction Surfaces of RNA
Molecules


Many RNA molecules carry out their function in complex with
ligands, such as proteins, other RNA molecules, or small
molecules or metal ions. It is often of interest to determine the
functional groups of an RNA molecule that interact with these
ligands for guiding mutational studies, for interpreting phylo-
genetic data such as sequence conservation, or for other
biological questions. Sometimes the biophysical properties of
RNA± ligand complexes are detrimental to solving a complete
structure of the complex or even assigning the RNA in its bound
state due to, for example, a large size, a limited solubility, or
unfavorable kinetic behavior of the complex. However, even in
such cases it is possible to obtain information on RNA groups
involved in binding. The most straightforward method is the
observation of chemical-shift changes of the RNA upon gradual
addition of the ligand–a method called chemical-shift mapping.
Probably the first application of this method to RNA was
reported by Kime and Moore in 1983[31] in an investigation of the
binding of the ribosomal protein L25 to 5S rRNA from E. coli. In
their pioneering work, they used changes in the 1D 1H spectra of
the imino proton region of 5S rRNA upon addition of rL25 to
identify nucleotides in the E-loop region of 5S rRNA as the
possible protein binding site. It then took sixteen more years to
characterize the binding of rL25 to the 5S rRNA E-loop in atomic
detail, both by NMR spectroscopy[132] and X-ray crystallogra-
phy.[133] The example of the �120 nucleotide 5S rRNA indicates
that chemical-shift mapping can be used even for larger RNA
molecules that are beyond a complete structural character-
ization with current NMR methods. Ligand binding often does


not only induce chemical-shift changes but allows the observa-
tion of imino proton resonances that are not observable or are
broadened in the free RNA due to fast exchange with the solvent
(Figure 30); this occurs either by stabilization of the RNA
structure (for example, see ref. [134]) or by protection of the
imino protons from exchange (for example, see refs. [135, 136])
by direct RNA±protein contacts. Chemical-shift mapping is also
applicable in cases when RNA±protein complexes of lower
affinity are formed and the components are in fast or inter-
mediate exchange on the NMR timescale (for example, see
ref. [137]).


An alternative to the chemical-shift mapping approach is to
use cross-saturation experiments.[138] In these experiments,
resonances of one component of a biomolecular complex are
selectively saturated. By spin diffusion, this saturation is trans-
ferred to the second component of the complex, thereby
leading to a loss of the signal intensities of its NMR spectra
resonances. The largest effects are observed for residues close to
the interface of the complex, which allows the identification of
residues that are part of the interaction surface. In RNA±protein
complexes one can take advantage of the fact that there are
numerous spectral windows where protein and RNA resonances
do not overlap, for example, the region of the RNA imino
protons, the RNA H1� protons, and the region of the aliphatic
resonances of the protein upfield of 2 ppm. This makes the
selective irradiation of one of the binding partners especially
straightforward.[139] In addition, since the detection is mostly
done by using highly sensitive HSQC spectroscopy this method
appears to be applicable to larger complexes.[140]
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Nucleic Acid Aptamers as Tools and Drugs:
Recent Developments
Martina Rimmele*[a]


Nucleic acid aptamers are molecules that bind to their ligands with
high affinity and specificity. Unlike other functional nucleic acids
such as antisense oligonucleotides, ribozymes, or siRNAs, aptamers
almost never exert their effects on the genetic level. They
manipulate their target molecules such as gene products or
epitopes directly and site specifically, leaving nontargeted protein
functions intact. In a similar way to antibodies, aptamers bind to
many different kinds of target molecules with high specificity and


can be made to order, but as a result of their different biochemical
nature and size they can also be used complementary to anti-
bodies. In some cases, aptamers might be more suitable or more
specific than antibody approaches or small molecules, both as
scientific and biotechnological tools and as therapeutic agents.
Recent examples of characterization of aptamers as tools for
scientific research to study regulatory circuits, as tools in diagnostic
or biosensor development, and as therapeutic agents are discussed.


1. Introduction


The word aptamer is derived from the greek word
'haptein' meaning 'to attach to.' Aptamers are typically
single-stranded nucleic acids between 30 and 70
nucleotides in length. As a result of their capacity to
form elaborate three-dimensional structures and
shapes,[1] aptamers can bind with high specificity and
affinity to a wide variety of target molecules, with
dissociation constants down to picomolar values. So far
the most effective way to find high-affinity nucleic acids
with high specificity for a certain target is by systematic
evolution of ligands by exponential enrichment (SELEX)
technology.[2, 3] SELEX comprises an iterative process of
in vitro selections of nucleic-acid target-binding events
and partitioning events of unbound nucleic acids and is
used to isolate high-affinity nucleic acid ligands from
large pools of randomized nucleic acid sequence
libraries usually containing more than 1015 different
sequences initially (see Figure 1). Many variants and
improvements of this technology have been used
for various application needs (for examples, see
refs. [4 ± 12]). To make the process more efficient,
automated SELEX protocols for protein targets have
been developed and established as robotic systems.[13, 14] Novel
methodologies for aptamer-development processes and new
fields of application of these versatile molecules are constantly
being explored in academic institutions and biotechnology
companies.


2. Aptamers as Tools


A continuously growing number of aptamers are being descri-
bed as scientific and biotechnological tools to study specific
cellular protein functions and protein ± ligand interactions, and


such aptamers have been excellently reviewed in the past.[5, 15±18]


Aptamers are used to decipher biologically relevant regulatory
circuits or to improve understanding of molecular mechanisms
of disease processes. As tools for the characterization of


[a] Dr. M. Rimmele
Research & Development
RiNA Netzwerk RNA Technologien GmbH
Takustrasse 3
14195 Berlin (Germany)
Fax: (�49) 30-8441660
E-mail : rimmele@rna-network.com


Figure 1. Systematic evolution of ligands by exponential enrichment (SELEX).[2] By starting
from a large pool of randomized nucleic acids (1), target-binding nucleic acids (2) are
selected by partitioning them from nonbinding species (3). After washing (4), bound nucleic
acids are eluted from the target, amplified (5), and used in the next round of selection as an
enriched pool for target binding. After several rounds, high-affinity aptamers can be
isolated (6).
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molecular interaction pathways, they have been studied bio-
chemically, in cell culture assay systems, and even in a multi-
cellular organism.[19] This minireview focuses on some of the
more recent developments in the aptamer field.


Aptamers against a variety of purified intracellular targets
have been developed in vitro and then expressed intracellularly
by various expression systems to exert their full function in the
natural intracellular locations of their targets.[9, 16, 18, 20, 21] These
so-called 'intramers'[16] have been discussed as promising new
tools in functional proteomics and for target validation and
small-molecule drug identification in high-throughput sys-
tems.[16, 18, 22] However, not every aptamer selected in vitro can
be directly cloned and used as an in vivo highly active
compound without the need to amend its properties in order
to adjust it to the different conditions inside a living cell.
Application of various modifications or postselection protocols
might thus be necessary for in vivo activity.[23]


2.1. Aptamers to elucidate signal transduction pathways


One of the recent examples of the use of aptamers to define the
functional interaction of proteins that mediate mammalian
signal transduction pathways is the highly specific aptamers that
have been reported to inhibit the Ras-induced Raf-1 activation
signal transduction kinase cascade of cell proliferation and
differentiation processes in a cell-free membrane fraction assay
system.[24] The aptamers specifically inhibit only the Ras/raf-1
interaction and, unlike antibodies or antibody fragments, do not
interfere with highly homologous protein interactions such as
Ras/B-Raf binding. Also, unlike small-molecule inhibitors, the
aptamers have no unspecific activating effects on the cascade. It
will be interesting to see if these aptamers or derivatives thereof
can also exert their function in living cells to enable researchers
to dissect the specific Ras ± Raf1 interaction signaling pathway.


Seiwert et al. have described the identification of aptamers
that distinguish the phosphorylated from the unphosphorylated
form of Erk 1/2, one of the mitogen-activated protein (MAP)
kinases that mediate growth factor signaling.[25] Changes in the
active status of a protein by phosphorylation is one of the main
mechanisms by which signal transduction cascades are accom-
plished. Thus, the ability to specifically discriminate between a
phosphorylated and unphosphorylated protein could lead to
important advances in studying a pathway and could possibly
allow interference at very specific sites. This work also nicely
illustrates the high discriminatory capabilities of aptamers, which
can bind differently to isoforms of proteins.


One of the most important steps in signal transduction
pathways is receptor recognition. However, up to now there
have not been many publications on aptamers targeted against
receptor molecules, probably in part because of the instability of
detergent-solubilized receptors as target molecules for aptamer
selection.


One of the less common examples of aptamer development
directly targeting a receptor molecule was described recently by
Daniels et al. They generated the first aptamers against a
G-protein-coupled receptor (GPCR), the receptor for Neuro-
tensin-1, a stimulator of cell proliferation. They describe the


aptamers as a valuable tool for probing the role of GPCRs in
normal tissue and disease pathology, and also as a beneficial tool
and aid for structural determinations of GPCRs.[26] Daniels et al.
showed that their aptamers can bind specifically to the
extracellular part of the receptor, but the aptamers could
unfortunately not inhibit neurotensin binding and signaling.


These results demonstrate the finding of many researchers
that aptamers seem not to be easily selected for every kind of
target molecule or for every kind of interference with a specific
target function, for example, the signaling function of a certain
receptor. In some cases, more intricate development schemes
have to be developed to find an aptamer with the desired
properties.


2.2. Ligand-regulated aptamers as tools


Important applications of aptamers as scientific tools to study
regulatory circuits include the recent descriptions of aptamers
involved in gene-specific small-ligand-controlled translation.
Ligand-specific aptamer sequences were introduced into the
5�-untranslated regions (UTR) of the genes of interest. When the
small ligands were added, they bound to the aptamers and
specific gene expression was hindered conditionally. When the
ligands were not present, gene expression and the following
regulatory processes, that is, cell cycle processes, occurred
undisturbed. Ligand/aptamer-controlled gene expression has
been shown to work in prokaryotic as well as in various
eukaryotic cell systems.[27±29]


Interestingly, natural aptamers involved in different cellular
processes also seem to be regulated through ligand or
metabolite binding and serve as natural molecular switches in
bacteria.[30, 31] In addition, an RNA of a bacterial virus was recently
shown to play a vital part in adenosine triphosphate (ATP)
binding as well as viral DNA packaging, and seems to be similar
to ATP-binding RNA aptamers developed in vitro.[32]


Very intriguingly, Vuyisich and Beal describe ligand-regulated
RNA aptamers that bind with high affinity to their protein target
formamidopyrimidine glycosylase, but that are designed to let
go of this protein target when their second target–the small
ligand neomycin–is present.[11] The authors describe their
approach as particularly useful in defining the function of
proteins involved in phenomena for which the timing of events
is critical, such as the cell cycle, the circadian clock, or embryonic
development.


2.3. Aptamers as tools in antibiotics research


In the past, aptamer development has been used as an
important tool for antibiotics research. RNA-acting antibiotics
such as aminosides (aminoglycosides) bind to bacterial RNA
causing premature termination of proteins and mistranslation in
bacteria. By studying the structural interactions of such anti-
biotics with antibiotic-specific RNA aptamers, knowledge of
antibiotic ± RNA interactions might be gained that could lead to
valuable insights for the rational design of new and highly active
antibiotic compounds against which no bacterial resistance has
yet emerged.[1, 33±35]
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2.4. Aptamers as in vitro and in vivo diagnostic tools


The potential of aptamers as new diagnostic tools rivaling and
complementing antibody approaches[5, 15] is constantly being
advanced. As a recent example, aptamers have been described
that are used in new assays for ultrasensitive detection of low-
abundance target molecules down to zeptomol (10�20 mol)
amounts through the proximity ligation and amplification assay
of Fredriksson et al.[36, 37] In this assay, the coordinated binding of
a target protein by two aptamers brings the aptamers into close
proximity and promotes ligation of oligonucleotides linked to
each aptamer affinity probe. By using a specific connector
oligonucleotide, the two aptamer-linked oligonucleotides are
ligated and give rise to an amplifiable DNA sequence that
reflects the identity and amount of the target protein. Figure 2
depicts this assay.


Figure 2. Aptamers (red) that were developed against a homodimeric protein
are extended by different sequences to give different proximity probes 1 (blue) and
2 (green). Upon binding to the homodimeric target, the proximity probes come
close to each other. By using a common connector oligonucleotide (black), the
proximal probes are ligated and are then amplified with PCR primers A and B and
quantified by real-time detection.


Aptamers have been shown to be useful diagnostic tools for
recognizing complex targets such as human red blood cell
ghosts, for distinguishing differentiated cells from parental cells
in carcinoma cell diagnosis, and for application in HIV diag-
nosis.[12, 38, 39] Intriguingly, aptamers against the Alzheimer amy-
loid peptide were recently selected and shown to bind to
amyloid fibrils.[40] These amyloid aptamers could prove useful in
studying and diagnosing the disease.


A further interesting recent publication reports on the use of
aptamers to help decipher the interaction sites of an autoanti-
body with its natural DNA target in systemic lupus erythema-
tosus, which could also potentially be useful in diagnostic
biosensor platforms for autoimmune disease.[41]


Closely related to in vitro diagnostics is in vivo imaging of
disease-related targets such as cancer-related epitopes on cell
surfaces and in tissues. Aptamers have also been employed in


this field and have significantly advantageous properties, such as
high tissue penetration ability and a high signal-to-noise ratio
when compared to other specific imaging molecules such as
antibodies or peptides (reviewed recently by Hicke and Ste-
phens[42] ). Lupold et al. have identified aptamers that bind to
prostate cancer cells with low-nanomolar affinity through the
extracellular portion of the prostate-specific membrane antigen
(PSMA). PMSA aptamers may be used clinically and may be
modified to carry imaging agents and therapeutic agents
directed at prostate cancer cells.[43]


Hicke and co-workers have reported the development of
aptamers against Tenascin C, an extracellular matrix protein that
is overexpressed significantly in tumor tissue in comparison to
expression in normal tissue.[44] The authors aim to conjugate the
aptamers to radioisotope chelators or fluorescent dyes for
Tenascin imaging of tumors, as well as for specific tumor
targeting of radiotherapeutics. Charlton et al. have presented in
vivo imaging of lung inflammation by a neutrophilic elastase-
binding aptamer that was also described as having protecting
effects in lung inflammatory injury.[45]


The imaging of thrombi formed in vitro by using thrombin
aptamers has been recently shown to look promising, although
in vivo imaging trials in a rat jugular vein model seem to still
need improvement as fast blood clearance of the unmodified
DNA aptamers was observed.[46]


2.5. Aptamers in biosensors


Aptamers are well suited to application in biosensors to
specifically detect a large variety of target molecules like
proteins, metabolites, amino acids, nucleotides, etc. Aptamers
have also been shown to detect targets that are hard to address
by using antibody biosensors, such as toxic agents or non-
immunogenic analytes.[10, 37, 47, 48]


Recent examples include new biosensor methodology for
detection of biotoxins such as cholera whole toxin and staph-
ylococcal enterotoxin B by using aptamers developed by a
magnetic-bead-based selection procedure,[8] as well as an
aptamer-based quartz-crystal protein biosensor for IgE.[49a]


The goal of Rimmele and co-workers is to open a new field of
application of aptamers: environmental analytics and chemical-
process-controlling using biosensor approaches[49b] . They have
identified aptamers that recognize a low-molecular-weight
environmental toxin with high affinity and specificity and have
developed a fiber-optic sensor system in a field biosensor
prototype that uses these aptamers to conveniently detect the
environmental toxin on-site with high sensitivity and within
minutes. Figure 3 shows a schematic representation of the
biosensor and an overlay plot of the binding curves of an
aptamer and of an antibody to the toxin in real time. In the
approach of Rimmele and co-workers, the aptamers not only
proved to bind with higher affinity (Figure 3b), but also with
more specificity than antibodies (data not shown) when detect-
ing the environmental toxin.
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Figure 3. Measurement of environmental toxin in a fiber-optic field biosensor.
A) Measurement set-up of the sensor. The sample is pumped through the
measuring cell with an embedded sensing glass fiber. The excitation light is
passed through an interference filter and is guided by a fiber bundle to the
measuring cell. The sensing glass fiber guides the fluorescence light through a
filter to a photomultiplier tube (PMT). The PMT signal is collected by a lock-in
amplifier, converted, and sent to a computer for data sampling. B) Overlay plot of
real-time binding curves of aptamer versus antibody in the field sensor. The toxin
was immobilized on a sensing glass fiber and binding of fluorescently labeled
aptamer or antibody was measured in real time. Binding is shown as fluorescence
intensity and the difference between the aptamer and antibody measurements
mirrors a difference in toxin affinity, aptamer versus antibody, of more than 100-
fold. Binding measurements were performed by Eva Ehrentreich-Fˆrster,
Fraunhofer Institute for Biomedicinal Technology.


2.6. Aptamers as the sensing part of allosteric ribozymes


As an appropriate presentation of this field would go far beyond
the scope of this minireview, only a few remarks about this very
elegant additional biotechnological application of aptamers are
made herein. 'Aptazymes,' or, 'allosteric ribozymes,' are aptamers
in a functional conjunction with ribozymes. Ribozymes are RNA
sequences with catalytic activity and mostly catalyze the


cleavage of specific RNA substrates in either the same RNA
molecule (self cleavage) or in a different target RNA (trans-
cleavage). Directly connected to an aptamer RNA molecule,
ribozymes can be engineered to become allosteric ribozymes, in
which structural changes due to the binding of the aptamer
ligand control the catalytic function of the ribozyme. Manifold
improvements for genomic, proteomic, metabolomic, and
molecular therapy approaches, as well as other implementations
of aptazymes have been described.[10, 50±54] Aptazymes have been
optimized for parallel diagnostic platforms or biosensor chip
applications, for target validation applications, and for the fast
identification of site-specific small-molecule drugs.[55]


The theoretical transition from aptamers as tools to aptamers
as therapeutic agents is clearly seamless. Moreover, develop-
ment of aptamers from serving as tools into aptamers as
potential therapeutic agents and drugs is conceivable, necessary,
and in many cases already being actively pursued.


3. Aptamers as Therapeutic Agents and Drugs-
To-Be


Aptamers have been developed against many different disease-
related targets to block specific sites on proteins or on other
target molecules. Disease-promoting protein ± protein interac-
tions or protein ± ligand interactions can thus potentially be
hindered or signal-transducing cascades disturbed.[4±6, 17, 18, 24]


3.1. Aptamers targeting growth factors


One of the most advanced aptamers in drug development is an
aptamer (NX 1838) against vascular endothelial growth factor
(VEGF). VEGF has been described as a key factor in angiogenesis,
vascular permeability, tumor growth, mesangioproliferative
glomerulonephritis, and potentially also artherosclerosis, rheu-
matoid arthritis, psoriasis, and several retinopathies.[6]


EYEtech/Pfizer's 'Macugen' (pegaptanib sodium) is a pegy-
lated form of NX 1838. A phase III trial recruitment for Macugen
was recently completed to allow testing of the capacity of the
drug to treat age-related macular degeneration (AMD) and to
thus avoid AMD-induced blindness.[56±58] In phase I/II trials, 80%
of patients treated with the anti-VEGF aptamer showed stable or
improved vision after administration. Macugen will also be
tested for efficiency in diabetic retinopathy.


The aptamer against VEGF (NX 1838) is currently also being
tested in animal models in other disease settings to find out
whether it can block VEGF binding to its receptor. The aptamer
has been found to be inhibitory in tests in glomerular
disease,[5, 59] in Wilms tumor growth,[60] and in a mouse xenograft
model of neuroblastoma.[61] It has very recently been shown that,
as in the antiangiogenesis action of aptamers against VEGF,
aptamers against angiopoietin-2 (Ang2) could also act as an
antiangiogenic agent in a rat corneal micropocket angiogenesis
assay.[62]


Specific aptamers against yet another growth factor, platelet-
derived growth factor (PDGF) B, were recently demonstrated to
significantly reduce mesangial cell proliferation and glomerular
matrix protein accumulation, which contribute to many pro-
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gressive renal diseases, in a rat glomerulonephritis model.[63, 64]


Moreover, experiments with these aptamers showed that PDGF
effects can be separated from transforming growth factor B
mediated effects in mesangioproliferative glomerulonephritides.


3.2. Aptamers targeting intracellular target molecules


In order to optimize functional therapeutic aptamers against
intracellular targets, investigators have appended a variety of
expression systems and used in vitro selection protocols that
ameliorate intracellular aptamer function and expression or
stability, or correct local presentation to allow the use of
aptamers in gene therapy approaches.[9, 18, 20, 54]


Examples of aptamers against intracellular targets are RNA
aptamers against protooncogenic transcription factors that take
part in disease processes; such aptamers have been developed
and have recently been further optimized. For example Maher
and colleagues generated aptamers against transcription factor
NF�B in vitro.[65] NF�B is involved in inflammation, in prevention
of apoptosis in tumor cells, and in HIV-1 transcription, among
other processes. The authors showed that their in vitro selected
aptamers bind NF�B in vivo in a yeast system.[66] Recently, they
re-optimized the aptamers by rounds of in vivo selection for
optimal intracellular binding capacity to NF�B in a yeast three-
hybrid system.[23] These aptamers are described as being
potentially useful as decoys in reducing the activity of tran-
scription factors involved in disease processes.


Beside the development of decoy aptamers by selection,
genuine decoy aptamers for transcription factors have been
directly developed by design based on their natural nucleic acid
targets. In a phase I clinical trial, Kohn et al. recently retrovirally
introduced the Rev responsive element (RRE) RNA of HIV-1 as a
decoy into CD34� hematopoetic progenitor cells from the bone
marrow of HIV-infected pediatric patients. The researchers could
re-infuse the changed cells into the patients without adverse
effects.[67] Previously, they had shown that expressing RRE RNA in
such cells leads to the inhibition of HIV-1 replication in the cells.


The application and advantages of different rationally de-
signed genuine decoy aptamers have recently been discussed
by Mann and Dzau.[68] For example, one decoy aptamer was
studied for positive effects that alleviate restenosis of venous
bypass grafts used for surgical revascularization of occlusive
disease. The process underlying accelerated restenosis is intimal
hyperplasia, the abnormal proliferation and migration of small
muscle cells in the inner layer of vessel walls in response to vessel
injury. Intimal hyperplasia occurs in all patients over the months
following a bypass operation and makes the overlaying endo-
thelium dysfunctional and the patients highly susceptible to
subsequent accelerated artherosclerosis. The pivotal cell cycle
transcription factor E2F has been shown to regulate many
different cell cycle genes. E2F decoy double-stranded DNA
aptamers that bear the consensus E2F binding site were shown
to markedly inhibit intimal hyperplasia in rat carotid artery injury
models and it recently was shown that ex vivo transfection of
human bypass vein grafts with E2F-decoy oligodeoxynucleo-
tides during the operation process significantly lowers failure
rates of human primary bypass vein grafting.[68] Intimal hyper-


plasia could also be reduced significantly in a rat carotid
restenosis model by using intraperitoneal administration of
platelet-derived growth factor(PDGF) RNA aptamers that had
been selected by SELEX technology.[69]


The therapeutic use of aptamers as escort aptamers to bring
radiotherapeutics or toxic agents site-specifically and with high
tissue retention to their target cells is discussed in Section 2.4
and by Hicke and Stephens.[42]


Antiviral aptamers against reverse transcriptase have recently
been shown to be effective against viral spread of HIV-1 in
human T-lymphoid cell lines.[70] Bai et al. even went further and
demonstrated resistance to HIV-1 infection of human thymog-
rafts in an in vivo human thymopoesis mouse model. The
authors used gene therapeutics to change human thymus
progenitor cells to express Rev aptamers. The cells were re-
introduced into a SCIDhu in vivo human thymopoesis mouse
model, where they differentiated correctly, expressed the
aptamers properly, and rendered human thymus grafts in the
mouse resistant to HIV-1 infection.[71] But aptamers against viral
disease have not only been developed to combat HIV. The
inhibitory activity of aptamers against hepatitis C virus NS3-
protease activity was recently demonstrated in a Hela cell
system.[72]


3.3. Aptamers targeting factors in autoimmune and
inflammatory disease


Their apparent lack of immunogenicity[6, 73] makes aptamers
excellent potential agents in autoimmune disease therapeutic
approaches. For myosthenia gravis, aptamers selected to bind to
specific acetylcholesterin-receptor-targeting antibodies have
recently been shown to block antibody binding to the receptor
in postsynaptic muscle cell membranes.[74] However, these
aptamers could not efficiently block heterogenous populations
of autoantibodies in patient sera. For a therapeutic approach to
myosthenia gravis, combinations of RNA aptamers against a
greater fraction of autoantibodies need first to be developed.


Aptamers binding to autoantibodies in systemic lupus
erythematosus[41] are described in Section 2.4.


RNA aptamers have also been developed against Oncostatin
M (OSM), a multifunctional member of the interleukin-6 cytokine
family that has been implicated as a key proinflammatory
modulator of the chronic inflammatory disease rheumatoid
arthritis, which leads to destruction of articular cartilage,
ligaments, and subchondral bone.[75] Inhibition of OSM binding
to its receptors by antibodies had previously been shown to
have ameliorating effects in murine rheumatoid arthritis models,
and Rhodes et al. discuss a possible ameliorating effect for the
newly developed aptamers as well, but the authors have not yet
been able to show such an effect.


Other aptamers against targets involved in different inflam-
matory disorders have already been tested successfully in animal
models.[76, 77] As an example, highly specific aptamers have been
developed against L-selectin, a member of a family of cell-
surface lectins that mediates cell adhesion by recognition of cell-
specific carbohydrate ligands and that plays an important role in
inflammation and reperfusion injury. Small molecule inhibitors of
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L-selectin show only low affinity and little specificity for a
particular selectin. The highly specific aptamers targeted at
human L-selectin inhibited binding of small-molecule ligands to
cell-surface L-selectin and L-selectin-mediated lymphocyte roll-
ing on endothelial cells in vitro and also inhibited successfully
L-selectin-mediated homing of human lymphocytes to lymph
nodes in a SCID mouse model of inflammatory disease.[76]


3.4. Aptamers as regulatable therapeutics


A fascinating application advantage of aptamers as therapeutics
has recently been described by Rusconi et al. The authors report
the development of aptamers against coagulation factor IXa as
potent anticoagulant agents beside heparin and previously
studied aptamers against coagulation factor VIIa and thrombin.
Rusconi et al. showed how rationally designed oligonucleotides
complementary to these aptamers can act as antidotes to
efficiently reverse the aptamer activity in plasma taken from
healthy volunteers and heparin-intolerant patients, and thus
how aptamers can serve as regulatable therapeutics accessible
by rational design.[78] According to this rationale, we could also
picture the ligand-regulated aptamer approach of Vuyisich and
Beal described in Section 2.2.[11] as applicable for therapeutic on/
off switching of specific protein activity by aptamers. Table 1
summarizes some of the current examples of therapeutic
aptamers in clinical and preclinical trials.


4. Advantages and Limitations of Aptamers–
Necessary Future Developments


The advantages of aptamers in comparison to antibodies lie
mostly in their size and nonproteinaceous nature, and in many
ways aptamers are robust chemicals rather than biologicals.[15]


Their size is between that of a peptide and a single-chain Fab
fragment and their affinity for a targeted protein on average
higher than that of Fab fragments,[6] while at the same time
aptamers are less vulnerable to the reducing conditions of the
cytoplasm. Even if aptamers are larger than small molecules,
they are able to penetrate well into target and extravascular
tissue[42] or the extracellular matrix.[64] As a result of their fast


blood clearance, aptamers show a more favorable signal-to-
noise ratio in in vivo imaging than antibodies.[45] Blood clearance
of therapeutic RNA molecules for other therapeutic settings
needs, however, to be adequately slowed down. The pharma-
cokinetics and blood clearance of aptamers as potential drugs
have been shown to be positively influenced by pegylation or by
embedding aptamers in liposomes,[5, 6, 63] or by 3�-biotinyla-
tion.[79]


One disadvantage of aptamers as well as antibodies is that
they unfortunately do not seem to be readily made for any
target molecule, but their development depends greatly on the
properties of a target and its availability in high enough
amounts. There is also not one best method for aptamer
development for any kind of target molecule. Some targets work
better for aptamer development than others and some work
with a distinct selection method only. In many cases, the success
of developing an aptamer with the desired properties seems to
depend greatly on the use of the exact conditions during
development in which the aptamers should later exert their
function, for example, the temperature at which target inhibition
should occur.[26]


Most aptamers need a certain amount of cations to be able to
fold correctly into their active state. For some application
conditions, this requirement could pose a challenge to aptamer
usage, which needs to be taken into consideration during
aptamer development.


Also, the pI value of a target molecule clearly influences the
capacity of negatively charged nucleic acids to bind to it, and has
to be taken into consideration in target epitope selection and
selection of buffer conditions. By choosing the right conditions,
Breaker and co-workers were recently able to develop aptamers
against thiamine pyrophosphate and showed that, surprisingly,
in particular the phosphate group of the target was recognized
and was bound most efficiently by the aptamers.[31] Many very
helpful discussions on different selection possibilities and
methods have been written in the past (see, for example,
ref. [80]).


One of the advantages of aptamers versus small-molecule
drugs is their exquisite specificity. Aptamers are designed and
developed for high affinity to only a certain target molecule or


Table 1. Examples of aptamers in preclinical studies and clinical trials.


Aptamer target and therapeutic effect of aptamer Actual trial status Reference


Anti-VEGF aptamer ('Macugen') has been tested successfully in clinical trials against age-related macular degeneration (AHD) Phase III [57, 58]
Rev RRE decoy aptamers in hematopoetic stem cells inhibit HIV-1 replication and re-infusion of cells into patients has no adverse
effects


Phase I [67]


E2F decoy aptamers significantly lower failure rates of human primary bypass vein grafting Phase I [68]
Rev aptamers in human thymus progenitor cells have been introduced into a SCID human thymopoesis mouse model and
induce resistance to HIV-1 infection of human thymus grafts in the mouse


Preclinical [71]


Anti-VEGF aptamers effectively suppress primary Wilms tumor growth in experimental animals with no observed adverse effects Preclinical [60]
Aptamers against angiopoietin-2 (Ang2) can act as an antiangiogenic agent in the rat corneal micropocket angiogenesis assay Preclinical [62]
PDGF aptamers lead, in a rat restenosis model, to significant reduction of intimal hyperplasia, a severe complication in bypass
patients


Preclincal [69]


Highly specific aptamers inhibit L-selectin-mediated homing of human lymphocytes to lymph nodes in a SCID mouse model of
inflammatory disease


Preclincal [76]


RNA aptamers against coagulation factor IXa and their direct antidote molecules have been successfully tested in human plasma
samples


Preclincal [78]
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only a particular isoform of a target protein and can
distinguish between different conformational states of
the same protein.[25, 81] Their high specificity is reflected in
their many different possible modes of target recogni-
tion. Excellent work to elucidate the molecular structure
of aptamer ± ligand interactions has had a great impact
on our understanding of aptamer function.[1, 82] Most
aptamers are very adaptive and flexible when unbound.
Different aptamers show totally different binding motifs,
which range from stacking of flat ligand moieties
between bases to binding of target moieties or amino
acids deeply inside the groove of twisted double-helix
parts of the aptamer. Figure 4 shows an illustrative
example of the structure of an RNA aptamer folding
around its antibiotic target molecule.[1]


Aptamers can form specific hydrogen bonds or lie
perpendicular to the target. They have been shown to
bind only to the surface of antiparallel beta sheets or to
encapsulate their target molecule by adopting unusual
L-shaped architectures.[1, 35, 82]


In addition and complementary to structural analysis,
mutagenesis experiments with aptamers have been
shown to be crucial to determine the minimal length of
the essential substructures of functional aptamers or to
determine important interacting structures within an
aptamer as well as single nucleotides that are essential for
specific binding to a certain target molecule.[83±86]


The nonproteinaceous nature of nucleic acid aptamers
renders their production at a consistent quality conven-
ient, with efficient and exact modifications and labels,
and allows them to be applied easily in immobilization
procedures, and to be easily regenerated by heat or ionic
changes when used as a tool.[49]


One of the not-yet-understood features of nonnatural RNA
aptamer sequences is their apparent lack of immunogenicity,[73]


which makes them a favorable drug for avoidance of immune
responses, especially in allergy or autoimmune disease scenar-
ios.[41, 74, 75] Even trials intended to elicit an immune response
against different specific aptamers have failed so far.[6, 87]


Clearly, an emerging considerable advantage of aptamers as
therapeutic drugs is the possibility to easily design and
efficiently use antidotes, and thus to be able to selectively
reverse the activity of the drug.[78]


Resistance of aptamers against nuclease attack is achieveable
nowadays, albeit still expensive, by chemical modifications at the
2�-position of the ribonucleotide moieties, by circularization or
capping of RNAs to avoid exonuclease attack, or by 'spiegelmer'
technology.[6, 88±92] 'Spiegelmers' are mirror-image, high-affinity
oligonucleotide ligands consisting of L-ribose or L-2�-deoxyribose
units instead of the natural D-ribose or D-2�-deoxyribose units.
The chiral inversion confers high resistance against enzymatic
degradation of the molecules.[87, 90] Spiegelmers are developed
by an elegant 'mirror-image' SELEX approach.[93] Chemical
stabilization modifications are, where possible, made from the
beginning of aptamer development to keep the high-affinity-
binding characteristics of aptamers once they have been
identified, although there are examples where extensive stabi-


lization modifications could be introduced later without dimin-
ishing binding activity.[75]


A limitation of aptamers that also applies to antibody
fragments or peptides seems to be that, unlike small molecules,
they cannot enter animal cell culture cells unaided. Most
researchers in industry therefore focus on extracellular aptamer
targets, because of the much easier access of the aptamer drugs
to either target molecules.


In vivo delivery of aptamers to intracellular targets has mostly
been addressed up to now by incorporating them into liposome
vesicles.[6, 68] In clinical trials of another functional therapeutic
class of RNA molecules, ribozymes, the drugs seem however to
be able to penetrate into patient cells without additional
transfection or delivery reagents. The clinical formulations
required to date seem only to be simple saline solutions.[94]


The same could be true for aptamer therapeutics, but this still
needs to be examined. Alternatively, aptamers as 'intrameric'
entities are being more and more successfully explored in cell
culture systems and animal models by using gene therapeutic
approaches and vector delivery systems.[18, 20, 54, 70]


Lastly, we would like to apologize to those whose contribu-
tions are not mentioned directly here, as this minireview can
only give a flavor of recent developments in this fast-evolving,
intriguing field of RNA technology.


Figure 4. Molecular recognition of the aminoglycoside antibiotic tobramycin (A) by an
RNA aptamer. B) In the aptamer complex, the RNA encapsulates the tobramycin ligand
(green), which packs against the base edges (red) within the deep groove. A base flap (gray
sticks) closes the groove above the bound drug. C) The ligand-binding pocket provides a
negatively charged environment displaying shape complementarity between electro-
negative sites (red) in the cavity and the positions of the cationic ammonium groups (blue)
in the aminoglycoside. The RNA surface is colored according to the electrostatic potential,
with red indicating negative charge and blue indicating positive charge. Reprinted with
permission from T. Hermann, D. J. Patel, Science 2000, 287, 820 ± 825. Copyright American
Association for the Advancement of Science. Part C was first published in A. Nicholls, K. A.
Sharp, B. A. Honig, Proteins, 1991, 11, 281 and is reproduced with permission from John
Wiley & Sons, Inc.
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Targeting the HIV Trans-Activation Responsive
Region–Approaches Towards RNA-Binding
Drugs
Andreas Krebs, Verena Ludwig, Oliver Boden, and Michael W. Gˆbel*[a]


Introduction


RNA±protein interactions are essential for many biological
processes such as translation, RNA splicing, and transcription.
For a long time, RNA was regarded mainly as a passive system for
information delivery from DNA to proteins. Today it is known
that the catalytically active part of the ribosome is its RNA
component.[1] A considerable number of antibiotics bind to the
ribosomal RNA and thus block protein synthesis in microorgan-
isms. This finding suggests that RNA in general is a potential
target for small molecules that could alter its biological
function.[2] In the case of ribosomal RNA, however, the similarity
between the human and procaryotic structures causes an
intrinsic selectivity problem responsible for the well-known
toxicity of aminoglycoside antibiotics.
One strategy towards developing less toxic RNA-binding anti-


infectives is to target sequences specific for bacterial or viral
replication. The trans-activation responsive region (TAR) of HIV-1,
for example, is essential for viral gene expression but absent in
uninfected human cells.[3] It was recognized early on that specific
ligands for TAR have the potential to inhibit HIV-1 selectively.[4]


During the past decade, numerous methods of structure
determination and techniques for drug discovery have been
applied to TAR. Most recently, regulatory elements have been
identified in the untranslated regions of many mRNAs.[5] This
discovery opens up fascinating opportunities for future drug
development. Lessons learnt from well-characterized model
systems such as TAR will be decisive for the successful treatment
of these challenging problems.


The tat/TAR Complex


A key step during the replication of HIV-1 is the association of
TAR RNA and the tat protein, which results in a drastic increase in
the number of viral transcripts. TAR is a 59-base stem-loop
structure located at the 5� ends of all nascent HIV-1 transcripts
(see below).[3b] Two helical stem regions are separated by a three-
nucleotide bulge responsible for tat/TAR recognition, while the
loop region is essential for trans activation and binding of the
cyclinT1/tat complex.[6] By mutagenesis, chemical probing, and
peptide binding studies it was found that U23, located in the
bulge region, is a pivotal base for effective tat recognition. The
remaining two bases, C24 and U25, clearly act mainly as spacers
since they can be replaced by any other nucleotide. A further
contribution to the binding of tat arises from the four base pairs
flanking the bulge.[7] The tat protein consists of two important
functional domains. One region is responsible for the interplay


with the transcriptional machinery of the host. The other part is
rich in basic amino acids like arginine and is accountable for
transport into the nucleus and for binding to TAR (see below). To
interfere with the tat/TAR association, a potential antagonist
should possess a high and selective affinity for the bulge region
of TAR. Herein we review the recent advances in tat antagonist
development and the methods used to determine the efficacy of
TAR RNA ligand binding.


Small Molecules


During the last decade, a limited number of nonpeptidic small
ligands (FW�500 Da) have been reported to inhibit tat/TAR
complex formation.
The first examples were benzodiazepines and epoxy ste-


roids.[8] However, the mechanism of inhibition of viral replication
by these molecules is not binding to TAR, but to the protein
component tat.[9] In 1992 Frankel and Williamson proposed a
structure for the TAR complex with arginine amide (1; Scheme 1)
based on NMR data and biochemical experiments. Up to now
arginine amide is the best-investigated TAR RNA ligand.[10] It
binds at the bulge region, forms hydrogen bonds with G26, and
induces a change of the RNA conformation characteristic for all
tat-derived basic peptides. Four years later, Bailly et al. examined
the TAR-binding properties of Hoechst 33258 (2)[11] by electric
linear dichroism and suggested intercalation as the binding
mode. Subsequent footprinting studies indicated that the GC-
rich region G36 ±U40 is the predominant contact site
(Scheme 2). In the same year, Mei et al. developed a high-
throughput in vitro screening to identify drugs capable of
inhibiting the tat ± TAR interaction.[12] They started from
150000 compounds and identified two promising candidates,
quinoxaline (3) and tetraaminoquinozaline (4), with IC50 values of
1.3 �M and 10 �M, respectively. It is remarkable that the chemical
structures of these compounds are related neither to typical
intercalators nor to aminoglycoside antibiotics, and their TAR
binding sites differ as well. Compound 3 binds in the bulge
region, while 4 binds at the 3� end of the TAR loop (Scheme 2).


[a] Prof. Dr. M. W. Gˆbel, A. Krebs, V. Ludwig, O. Boden
Institute for Organic Chemistry and Chemical Biology
Goethe University, Frankfurt
Marie-Curie Strasse 11, 60439 Frankfurt am Main
Fax: (�49)697982-9464
E-mail : M.Goebel@chemie.uni-frankfurt.de
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Scheme 1. Small molecules shown to associate with TAR: arginine amide (1), Hoechst 33528 (2), quinoxaline (3), tetraminoquinozaline (4), CPG 40336A (5), TAPP (6),
TAPB (7), anthraquinone (8 ; Available Chemicals Directory (ACD) code 00001199), trisaminederivative (9 ; ACD code 00192509), acetylpromazine (10).


Scheme 2. Binding sites of different ligands at TAR RNA.
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Independently, Hamy et al. synthesized a new class of HIV-1
antagonists, which they called ™In-PriNts∫ (inhibitors of protein-
ribonucleotide sequences).[13] This class of antagonists includes
molecules with three different substructures : 1) an aromatic or
heteroaromatic moiety with the potential for stacking interac-
tions in the bulge, 2) a cationic residue providing electrostatic
interactions with the phosphate backbone of the RNA, and 3) a
linker between these two moieties. The most active compound
among these inhibitors, CGP 40336A (5), exhibited an IC50 value
of 0.022 �M in vitro and an IC50 value of 1.2 �M in a cellular assay.
Footprinting and melting temperature experiments indicate an
interaction with the G26 ¥ C39 base pair and a hydrogen bond
between the acridine NH group and N7 of the guanine residue. A
second hydrogen bond has been suggested to exist between
the methoxy group of 5 and the NH2 group of the cytosine
residue. CGP 40336A (5) is the best TAR ligand found so far.
Aromatic polyamidines like TAPP (6) and TAPB (7), another type
of compound that inhibits tat-induced HIV-1 transcription, were
investigated by Mischiati et al.[14] In an experimental model
system with the HL3T1 cell line, TAPP and TAPB were found to
inhibit HIV-1 transcription at concentrations of 18 �M and 22 �M,
respectively. Furthermore, the introduction of one halogen atom
(for example, a bromine atom) into the benzamidine rings
strongly increases the RNA affinity of the molecule.
Well-established in silico techniques exist for the identification


of protein ligands. These methods rely on detailed information
about the target structure and have only recently been applied
to RNA.[15] In 2000, James et al. reported virtual screening for TAR
ligands.[16] The procedure starts with a fast rigid docking step
followed by three steps of flexible docking using a pseudo-
brownian Monte Carlo minimization in torsion angle space. From
an initial 153000 compounds from the Available Chemicals
Directory, the best 30000 ligands selected in the first step were
redocked with tenfold increased sampling times per molecule.
Finally, a ranking of 350 molecules with the highest predicted
affinities to TAR could be obtained. This list included all
aminoglycoside antibiotics already known as TAR ligands.
Interestingly, many novel structures were suggested that have
not been considered as RNA binders before. Two of them
(Structures 8 and 9) exhibited an IC50 value of approximately 1 �M
in a scintillation proximity assay. In 2002 the same group
obtained further important insights from virtual screening.[17] By
starting with a database of 181000 commercially available
compounds, the computation described above was used to
predict 500 potential TAR ligands, from which 50 were tested in
vitro. Among these compounds, a most promising candidate is
acetylpromazine (10), which represents a new class of TAR
ligands with good bioavailability, a known pharmacological
profile, and nanomolar binding affinity.[18] One-dimensional NMR
spectra of the imino protons confirmed binding to the bulge of
TAR, where the planar heteroaromatic ring system stacks
between base pairs G26 ¥ C39 and A22 ¥U40.


Peptidic Structures


Peptides or peptidomimetics that specifically target RNA
structures are potential antagonists of RNA-binding proteins


and are therefore capable of controlling cellular functions.
During recent years several peptidic structures have been
developed that specifically interact with the bulge region of
TAR and reduce the replication rate of HIV-1 significantly.
In 1997 Hamy and coworkers[19] presented the peptide CGP


64222 (11), identified by deconvolution of combinatorial libra-
ries. This peptoid/peptide nonamer is able to inhibit tat/TAR
association in a cellular assay at concentrations of 10 ± 30 �M. It
also blocks HIV-1 replication in primary human lymphocytes.
NMR studies of the TAR complex with CGP 64222 confirmed the
specific interaction at the 3-nucleotide bulge region.


To investigate the influence of stereochemistry on RNA
binding, Rana et al. synthesized D- and L-configurated shortened
analogues of the tat protein (amino acids 37 ±72). Surprisingly,
the D-tat peptide (KD� 0.22 �M) binds with similar affinity to that
of the L-tat peptide (KD�0.13 �M).[20] The same research group
also synthesized peptide analogues based on carbamate and
urea backbones (Scheme 3).[21a,b] The sequences of these mole-
cules correspond to that of the basic region of tat. The
dissociation constants, determined by electrophoretic mobility
assays, indicate a higher binding affinity of the oligourea
derivative (KD� 0.11 �M) compared to the oligocarbamate (KD�
1.1 �M) and the natural L-peptide (KD� 0.78 �M). Furthermore, the
protease resistance of the compounds and their ability to control
HIV-1 gene expression were determined by HL3T1 (CAT) cell
assays. Again the effect of the oligourea compound (IC50�
0.5 �M) surpasses that of the carbamate analogue (IC50�
1 �M).[21c] To overcome protease degradation, oligopeptoids with
additional ester or amide groups were synthesized and tested as
potential HIV antagonists.[22] The ester peptoid containing the
structural motif of the tat segment (47 ± 57) shows a KD value of
0.068 �M as detected by fluorescence quenching. A slightly lower
affinity for TAR is found for the amide peptoid (Scheme 3).
To find out if even short peptides not related to tat may


possess interesting affinities for TAR, a combinatorial library of
tripeptides was prepared from D- and L-configurated standard
amino acids. Out of 24389 tripeptides, eight promising sequen-
ces were selected.[23] The best binders were NH2-(L)Lys-(D)Lys-
(L)Asn-OH (KD�0.42 �M) and NH2-(D)Thr-(D)Lys-(L)Asn-OH (KD�







Targeting the Trans-Activation Responsive Region


ChemBioChem 2003, 4, 972 ± 978 www.chembiochem.org ¹ 2003 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim 975


0.56 �M), which indicates that X-Lys-Asn is a favored motif.
The remaining peptides are diastereomers of NH2-Lys-Lys-
Asn-OH. These peptides show a drastic loss of affinity
compared to the tat analogues, which indicates the
importance of stereoselective effects upon binding. The
efficacy of NH2-(L)Lys-(D)Lys-(L)Asn-OH was further investi-
gated in cell cultures (HL3T1). Tat-mediated transcriptional
activation is reported to be suppressed by the peptide with
an IC50 value of 0.05 �M.
To improve biological activity, the sequence (L)Lys-(D)Lys-


(L)Asn (16) was incorporated into a cyclic peptide structure.
The resulting pentapeptide (17, Scheme 4), however, does


not show a significant increase in
activity (IC50� 0.04 �M) in compari-
son to the noncyclic molecule 16.[24]


Aminoglycosides


In contrast to classical intercalators,
which bind to DNA and RNA unse-
lectively,[25] aminogylcosides show a
promising preference for binding to
RNA through electrostatic, noninter-
calative interactions.[26] In 1995, TAR-
binding affinities of neomycin (18),
streptomycin (19), and gentamicin
(20 ; Scheme 5) were determined by
electrophoretic mobility shift assays.
The results are summarized in Ta-
ble 1.[27] The data indicate that the
affinity for TAR is not strictly ruled by
the magnitude of the positive
charge. Streptomycin, for example,
binds fivefold tighter than gentami-
cin in spite of a lower number of
basic sites. Guanidinium groups may
offer a specific advantage. In conse-
quence, an augmentation of affinity
can be achieved by conjugating
several arginine residues to the
aminoglycosides kanamycin A and
gentamicin C1. The resulting poly-
cationic compounds also exhibit
significant biological activities in cell
cultures.[28]


The binding sites of aminoglyco-
sides have been characterized ex-
perimentally by footprinting techni-
ques. Computational docking stud-
ies are a complementary approach,
used by Westhoff and Hermann to
investigate the complex of neomy-
cin and TAR.[29] The computer experi-
ment predicted different bindingScheme 3. TAR-binding peptide analogues.


Scheme 4. Incorporation of tripeptide 16 into a cyclic pentapeptide structure 17.
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sites for neomycin and tat, in agreement with biochemical
data[12] and NMR spectroscopic evidence.[30] Neomycin inhibits
tat/TAR association in a noncompetitive way by locking the RNA
in the free protein conformation.
Mass spectroscopy is another possible way to study the


stoichiometry of aminoglycoside ± TAR interactions.[31] Published
data indicate that one TAR molecule may be complexed by up to
three neomycin molecules. In the presence of neomycin, a com-
plex of tat and TAR shows two additional neomycin
molecules. From tat, TAR, and neomycin, a complex with
a 1:1:2 stoichiometry is formed.


Selected Methods to Quantify Complex
Stabilities of RNA Ligands


After synthesis or isolation of potential ligands, charac-
terization of the binding affinity with TAR is needed.
Many traditional assays rely on radioactively labeled
probes. Filter binding assays, for example, have often
been used and can be adapted for high-throughput
screening in microtiter plates.[7b, 12] A mixture of tat, RNA
ligand, and 32P-labeled TAR is equilibrated and then
filtered through a nitrocellulose membrane that specif-


ically retains tat and the tat/TAR complex. Free RNA
is able to pass through the filter. By counting the
radioactivity of the membrane and of the filtrate,
the ratio of bound and nonbound RNA can easily
be obtained. Good RNA ligands increase the
amount of TAR in the filtrate.[12]


Another commonly used method is the electro-
phoretic mobility shift assay.[12, 32] Here again, the
labeled TAR RNA (32P) is incubated with tat. In a
nondenaturing polyacrylamide gel, the mobility of
the tat/TAR complex is reduced compared to that of
free TAR or its complex with a small molecule.
A third method based on radioactive labels is the


scintillation proximity assay.[33] The scintillant is
embedded in streptavidin-coated solid beads. The
beads are covered with biotinylated TAR RNA and
incubated with 125I-labeled tat peptides. Upon
binding of tat, the radiolabel is fixed in direct
proximity to the bead, and light emmission oc-
curs.[12] Addition of ligands in various concentra-
tions allows quantification of their affinities for TAR.
The disadvantage of the three techniques de-


scribed above is the use of radioactivity. Fluores-
cence-based assays are a popular alternative. In
2000, Hamasaki et al.[34] reported the development


of a fluorescence resonance energy transfer assay.[35] A 16mer tat
peptide was labeled at its termini with a donor and an acceptor
dye. In the absence of TAR, the peptide adopts random coil
conformations, which leads to short mean distances between
the dyes and to pronounced quenching effects. Binding to TAR
results in more extended peptide conformations and thus
increases the donor ± acceptor distance and the quantum yield
of fluorescence (Figure 1).
Electron paramagnetic resonance spectroscopy completes the


broad scope of methods already applied to studies of TAR-
binding ligands.[36] By chemical synthesis, Sigurdsson et al.
introduced nitroxide spin labels into selected positions
of the TAR sequence (2�-OH group of U23, U25, U38, or U40).
Upon binding of guest molecules, characteristic changes
of the signal forms occur. By systematic comparison of these
effects, ligands can be assigned to groups with similar binding
modes.


Scheme 5. Aminoglycosides with high affinity for TAR: neomycin (18), streptomycin (19),
gentamicin (20).


Table 1. Binding of aminoglycosides to TAR RNA.


Aminoglycoside IC50 [�M] Positive charges


neomycin 0.92�0.09 6
streptomycin 9.5� 0.8 3
gentamicin 45� 4 5


Figure 1. Ligands with affinity for the bulge region of TAR shift the equilibrium of tat/TAR
complex formation in favor of free tat.
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Several other important nonradioactive techniques like sur-
face plasmon resonance,[37] time-resolved fluorescence spectro-
scopy,[38] and fluorescence polarization[39] still wait to be adapted
for use on the tat/TAR system.


Cell Assays


Over the last few years, several cell assays to examine the
biological activities of tat antagonists have been established.
These assays are frequently based on modified HeLa cells. HL3T1
cells containing a chloramphenicol acetyltransferase (CAT)
reporter gene under the control of an HIV-1 long terminal
repeat promoter, for instance, have been used to detect infective
HIV particles and the effect of antiviral drugs.[40] A related
technique is to cocultivate the HeLa cell line harboring the tat/
TAR-dependent reporter gene (SX 22-1) with HIV-infected
lymphocytes.[13]


Synthetic tat has been found to diffuse into HL3T1 cells and to
upregulate the expression of CAT. This finding demonstrates that
tat/TAR-dependent reporter gene assays can be established
without the need to handle infective material.[41] Towards this
aim, Rana et al. transfected HL3T1 cells with two plasmids. The
first plasmid (pSV2-tat) encodes the production of tat to
stimulate transcription of CAT. The second one (pAL) encodes
luciferase as an internal control to detect nonspecific effects of
TAR ligands.[21c] A similar approach utilizes permanently tat-
expressing HeLa cells. When transfected with the plasmid
pHIVlacZ, which contains TAR as a promoter and the reporter
gene lacZ, �-galactosidase is expressed by the cells. Tat
antagonists block this mechanism and thus reduce the level of
the reporter protein.[12]


�-Galactosidase has also been used as a reporter in a yeast
three hybrid assay. An RNA construct with two different protein
binding sites brings two hybrid proteins into close proximity and
thus activates the transcription of the reporter gene. Ligands
interrupting one of the RNA±protein contacts will downregulate
the concentration of �-galactosidase.[42]


Conclusions and Outlook


The tat/TAR system is one of the best-characterized RNA±pro-
tein complexes. Various strategies of drug discovery have been
applied to identify low-molecular-weight inhibitors, with signifi-
cant success. However, the pharmacological profile of these
compounds is still insufficient for therapeutic use. Nevertheless,
an important message is that RNA elements other than
ribosomal RNA may be addressed by small molecules. Nature
itself gives an excellent example in the form of the recently
discovered ™riboswitches∫: in bacteria, several vitamins are able
to regulate their own production by interacting with the mRNA
encoding one of the key enzymes involved in their synthesis.[5]


These riboswitches are possible targets for the development of
novel antibiotics to overcome the increasing problems of
resistance.[43] Knowledge of the human genome will allow
identification of many other RNA-based molecular switches of
medicinal relevance in the near future. Pharmacological inter-
vention at the stage of mRNAs could in theory offer fascinating


opportunities, such as addressing isoenzymes selectively, con-
trolling tissue-specific effects, etc. The bottleneck of research
projects is still the shortage of selective high-affinity RNA binders
that meet the requirements of modern pharmacology. This
obvious challenge calls for a joint interdisciplinary effort.
Chances are good that the work on RNA targeting drugs will
become a major field of chemical biology in the near future.
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Spiegelmers: Biostable Aptamers
Dirk Eulberg and Sven Klussmann*[a]


1. Introduction: The SELEX Process and
Aptamers


In the early 1980s the groups of Cech and Altman discovered
catalytically active RNA molecules, the ribozymes.[1,2] This finding
showed that RNA has more facets than just being the carrier and
transporter of genetic information or serving as a structural
element. From now on, nucleic acids could be regarded as
molecules which have the potential to actively contribute to the
catalytic and regulative processes that maintain cell life. The
versatility of nucleic acids, which consist of only four different
building blocks, is due to their ability to display distinct and
stable 3D structures, thus being capable of forming binding
pockets and catalytically active centres. In this respect nucleic
acids are comparable to proteins.
Nucleic acid molecules have two properties that make them


ideal candidates for the intelligent screening of vast combina-
torial libraries: Not only are they highly structurally diverse
molecules but they are also easily replicated carriers of their own
structural information. The structural information of each
molecule (the phenotype) is contained within its individual
nucleotide sequence (the genotype) so that the amplification of
molecules that survive a screening process for a desired
phenotype is easily accomplished by standard enzymatic
methods.
This property of nucleic acids combined with the possibility to


generate the required immense structural diversity of up to 1015


different sequences by standard solid-phase oligonucleotide
chemistry, allowed the establishment of an efficient evolutionary
screening technology, the so-called SELEX process (systematic
evolution of ligands by exponential enrichment). This technique,
which is based on the principles of in vitro selection and in vitro
evolution, was published independently by three research teams
in 1990.[1]


Comparable to Darwinian evolution, nucleic acid libraries of
RNA or DNA are subjected to a selection process in vitro. These
libraries usually carry a central randomized region that is flanked
by fixed sequences to facilitate enzymatic amplification through
PCR. When molecules that bind to a given target structure are
selected, the library is contacted with the immobilized target.
Nonbinding molecules can be partitioned from binders by
simple washing in an affinity chromatography-like process.
Binding molecules that survive the selection procedure are then
eluted and amplified. By executing this procedure iteratively, the
complexity of the original library is depleted and target-binding
candidates are enriched. As soon as the affinity of the enriched
library cannot be further increased, generally after six to twenty
selection rounds, the nucleotide sequences of individual binding
molecules are determined by cloning and sequencing the


enriched nucleic acid library. For target-binding nucleic acids
that emerge from the process of in vitro selection, Ellington and
Szostak coined the term 'aptamer' from the latin 'aptus', to fit.[3b]


To date, the sequences and binding characteristics of more than
one hundred aptamers against a plethora of different targets
that range from small molecules, such as organic dyes, to
membrane fragments and cells have been published. The
reported dissociation constants are in the picomolar to micro-
molar range. For an excellent review on aptamers, see the book
by James.[4]


2. Unmodified Aptamers Are Unstable In Vivo


The high specificity and affinity of aptamers selected against a
given target molecule can be used to affect biological pathways
by simply blocking molecular interactions. Because aptamers are
biopolymers of natural origin, the omnipresence of degrading
enzymes in virtually all biological fluids is a problem. In fact,
nucleic acids are degraded by nucleases in blood with half-lives
between seconds to a few minutes.[5] To allow use of RNA or DNA
aptamers in a biological context, the stability problem has to be
addressed.
A possibility to overcome this severe limitation, at least


partially, is to introduce non-natural nucleotide analogues into
the SELEX process (pre-SELEX modifications), which result in
modified aptamers that should be less susceptible to nuclease
action. Because the use of enzymes as amplification tools during
in vitro selection is imperative, these nucleotide analogues have
to be compatible with the amplification reactions, that is, they
must allow for Watson ±Crick base pairing, and they have to be
substrates for the respective enzymes both as free NTPs and
within a template strand.
In 1994, the first modified aptamers that contain 2�-NH2-2�-


deoxy-pyrimidines instead of 2�-OH-pyrimidines were selected.[6]


RNA libraries containing these modified nucleotides could be
successfully employed in selecting aptamers against several
targets, including basic fibroblast growth factor (bFGF),[7] L-selec-
tin,[8] human keratinocyte growth factor (hKGF),[9] and human
thyroid stimulating hormone (hTSH).[10] The obtained 2�-NH2-
pyrimidine RNA aptamers exhibited a great increase in stability
compared to 2�-OH-RNA. For the hKGF inhibitor, the half-life in
human serum was extended from less than 8 seconds to 174 h,
thus prolonging the life time approximately 80,000-fold;[9] for


[a] Dr. S. Klussmann, Dr. D. Eulberg
NOXXON Pharma AG
Max-Dohrn-Strasse 8 ± 10
10589 Berlin (Germany)
Fax: (�49)30-726247-243
E-mail : sklussmann@noxxon.net
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the bFGF inhibitor, only a 1000-fold increase in stability was
reported.[7] The increased nuclease stability, however, came at
the cost of weaker binding at physiological temperatures and
longer binding sequences. Probably, the reason for this phe-
nomenon is that the presence of 2�-NH2-pyrimidines can
decrease the stability of model DNA/DNA, RNA/RNA, and DNA/
RNA duplexes.[11] In contrast, 2�-F-2�-deoxypyrimidine-based
oligonucleotides, which can also be amplified enzymatically,
show higher thermal stability. Aptamers raised against vascular
endothelial growth factor (VEGF) by using 2�-F-pyrimidine-based
RNA libraries, did in fact display higher affinities for VEGF than
2�-NH2-pyrimidine-based aptamers.[12] One of the most affine
2�-F-pyrimidine RNA ligands was selected against hKGF with a
dissociation constant in the low picomolar range.[9]


In addition to the introduction of 2�-modified pyrimidine
nucleotides during the SELEX process itself, other non-natural
nucleotide analogues can be introduced into already selected
aptamers (post-SELEX modifications). Thus, the number of
unmodified, nuclease susceptible positions can be further
reduced. By stepwise exchange and subsequent experimental
testing, all but four of the purine nucleotides in a VEGF ligand
could be substituted by the respective 2�-O-methyl purine.[13] The
resulting modified aptamer not only showed improved nuclease
resistance but also a surprising increase in affinity, presumably
because of higher thermal stability of the tertiary structure.
The introduction of non-natural nucleotide analogues in-


volves the risk of unwanted side effects caused by the modified
aptamers themselves or by breakdown of the products. In
particular, the incorporation of nucleotide analogues into
cellular RNA or DNA could lead to unforeseen consequences.
Therefore, the potential toxicity of 2�-F-pyrimidines was assessed
in experiments with rats and woodchucks. The results of these
studies strongly suggest that the administration and degrada-
tion of 2�-F-pyrimidine RNA based therapeutics could lead to the
incorporation of 2�-F-pyrimidines into cellular DNA. Nevertheless
the studies also suggest that this is an event with marginal
toxicological consequences.[14, 15]


Recently, two 2�-F-pyrimidine RNA aptamers with medical
potential were developed in the group of Sullenger against the
targets coagulation factor IXa and angiopoietin-2.[16, 17] However,
to date, only one stabilized aptamer has entered clinical trials :
the anti-VEGF 2�-F-pyrimidine RNA aptamer pegaptanib sodium
(Macugen; NeXstar Pharmaceuticals Inc/Gliead Sciences Inc/
Eyetech Pharmaceuticals Inc/Pfizer Inc).[12] This 27-nucleotide
aptamer carries a 40 kDa polyethylene glycol moiety at its 5�-end
to increase plasma half-life by reducing glomerular filtration. The
biostability was further enhanced by coupling one 2�-deoxythi-
midine through a 3�-3�-linkage to the 3�-end. For Macugen,
plasma half-lives of 9.3 h for intravenous and 12 h for subcuta-
neous administration were observed in rhesus monkeys.[18]


Much progress has been made over the past few years with
the goal of developing aptamers as drug compounds, many
efforts focusing on the improvement of in vivo stability.[19]


Another, elegant concept to enhance biostability is to exploit
the restricted substrate spectrum of nucleases not only by partly
exchanging natural nucleotides by unnatural analogues as in the
case of the 2�-NH2- or 2�-F-pyrimidine aptamers (which still are


substrates for many enzymes), but by the eversion of the whole
3D structure of the aptamer.


3. Mirror-Image Oligonucleotides: Biostable
Aptamers


The omnipresent nucleases that account for the instability of
aptamers consist of chiral building blocks, that is, L-amino acids.
Consequently, the structure of nucleases is also inherently chiral,
thus resulting in stereospecific substrate recognition. Hence,
these enzymes only accept substrate molecules in the correct
chiral configuration.[20] As naturally occurring nucleic acids are
composed of D-nucleotides, an L-oligonucleotide should escape
from enzymatic recognition and subsequent degradation.
Unfortunately, in this case, due to the same principle nature
developed no enzymatic activity to amplify such mirror-image
nucleic acids. Accordingly, L-nucleic acid aptamers cannot be
directly obtained by employing the SELEX process. However, the
principles of stereochemistry reveal a detour that eventually
leads to the desired functional L-nucleic acid aptamers.
If an in vitro selected (D-)aptamer binds its natural target, the


structural mirror image of this aptamer binds with the same
characteristics the mirror image of the natural target. Here, both
interaction partners have the same (unnatural) chirality. Due to
the homochirality of life and most biochemical compounds, such
enantio-RNA ligands would be of limited practical use. If, on the
other hand, the SELEX process is carried out against an
(unnatural) mirror-image target, an aptamer recognizing this
(unnatural) target will be obtained. The corresponding mirror-
image configuration of said aptamer, the desired L-aptamer, in
turn recognizes the natural target (Figure 1). This mirror-image
selection process for the generation of biostable oligonucleo-
tides was published first in 1996 by F¸rste and co-workers[21,22]


The approach couples fundamental chiral principles to the
powerful screening technology of SELEX. This results in the


Figure 1. The spiegelmer technology: Mirror-image in vitro selection. In a first
mirroring step, the mirror-image of the L-peptide target of interest is chemically
synthesized by using the unnatural D-amino acids. The SELEX process is then
carried out with a conventional D-RNA library against the mirror-image
(D-) peptide target. Individual (D-RNA) aptamers can finally be obtained by cloning
and sequencing of the enriched library after several selection rounds. In a second
mirroring step, the identified, mirror-image peptide-binding D-RNA sequences are
synthesized by using the unnatural L-nucleotides. If the principles of chirality are
followed, the resulting (L-RNA) spiegelmer binds to the natural target of interest.
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generation of functional mirror-image oligonucleotide ligands
that display not only high affinity and specificity for a given
target molecule but also biological stability. Such ligand-binding
L-oligonucleotides were named 'spiegelmers' (from the German
word 'Spiegel', mirror).
The first functional spiegelmers were designed to bind to the


small molecules arginine and adenosine.[21, 22] They indeed
exhibited the expected biostability, as demonstrated for the D-
adenosine specific L-RNA spiegelmer. It showed no evidence of
degradation in human serum, even after 60 h of incubation at
37 �C (Figure 2).[21]


Figure 2. Biostability of natural D-RNA and L-RNA (spiegelmers). A 58-nt RNA
aptamer and its corresponding spiegelmer were incubated at 37 �C in human
serum. After indicated times, aliquots were taken and frozen in liquid nitrogen.
Analysis was performed by denaturing PAGE with subsequent ethidium bromide
staining. The timescale for D-RNA is in seconds, for L-RNA (spiegelmer) in hours.
(Reprinted with permission from the Nature Publishing Group and S. Klussmann,
A. Nolte, R. Bald, V. A. Erdmann, J. P. F¸rste, Nat. Biotechnol. 1996, 14, 1112 ±
1115).


For the selection against adenosine, L-adenosine was used as
the target. High affinity binding motifs could be identified that
showed the expected reciprocal chiral specificity; the estimated
dissociation constants for the heterochiral binding pairs (aptam-
er: L-adenosine; or speigelmer: D-adenosine) were in the range
of 2 �M; the homochiral pairs (aptamer: D-adenosine; or spiegel-
mer: L-adenosine) exhibited dissociation constants of � 20 mM.
The mirror-inverted circular dichroism (CD) spectra of the
adenosine-binding aptamer (D-RNA) and spiegelmer (L-RNA)
indicate that the tertiary structures of both oligonucleotides are
also mirror-inverted as well (Figure 3). Consequently, the chiral
inversion is responsible for the reciprocal chiral specificity of the
oligonucleotides.
The concept of coupling chiral principles to an evolutionary


selection process is not limited to nucleic acids. In fact, the first
pioneering work concerning mirror-image peptides was pub-
lished in 1996 describing a modified phage display approach.[23]


In this so-called ™mirror-image phage display∫, a D-peptide target
is used to select for peptides from a phage display library
expressing random L-amino acid peptides. By using this
technique, a D-peptide could be identified that interacts with
the Src homology 3 domain of chicken Src.
An inherent complication of these mirror-image selection


techniques is the synthesis of the target structure in the


Figure 3. Circular dichroism (CD) spectra of D-RNA and L-RNA (spiegelmer). CD
spectra of a 38-nt aptamer and its corresponding spiegelmer were recorded on a
JASCO J-600 spectropolarimeter. (Reprinted with permission from the Nature
Publishing Group and A. Nolte, S. Klussmann, R. Bald, V. A. Erdmann, J. P. F¸rste,
Nat. Biotechnol. 1996, 14, 1116 ±1119).


appropriate non-natural configuration. Most pharmacologically
relevant target structures are peptides and proteins. Peptides are
readily synthesized in their mirror-image configuration by
employing standard synthesis methods, but with D- instead of
L-amino acid building blocks.[24] However, standard peptide
synthesis is currently limited to sequences of approximately
100 amino acids; though by additionally using peptide-ligation
techniques, even longer peptides and proteins can be ob-
tained.[25] If the target protein is not accessible to chemical
peptide synthesis, physically stable epitopes or domains have to
be defined and synthesized. Such domains should be functional,
or at least close to a functional site, to accomplish the inhibition
of the targeted protein ±protein interaction by spiegelmer
binding. Furthermore, these domains should be located on the
surface of the protein because a resulting spiegelmer must
recognize the peptide segment in the context of the whole
protein. By employing this so-called 'domain approach', a
spiegelmer to staphylococcal Enterotoxin B could be identified
by selecting aptamers against a 25 amino acid domain of the
28 kDa full-length protein.[26]


4. Spiegelmers with Biological Activity


The first biological activity of a DNA spiegelmer in the context of
a cell-culture assay was reported in 1997 by the research groups
of Kim and Bartel.[27] This spiegelmer, specific for the peptide
hormone L-vasopressin, was obtained by performing an in vitro
selection against the unnatural D-vasopressin. After several
selection rounds, the enriched pool was again partly randomized
and subjected to an additional selection scheme. As a result of
this procedure, a 55 nt long vasopressin binder was identified,
which was synthesized as aptamer (D-DNA) and spiegelmer
(L-DNA). The dissociation constants for both binding complexes
(aptamer: D-vasopressin; and spiegelmer: L-vasopressin) were
determined to be around 1 �M by equilibrium dialysis. In a cell-
based assay with cultured kidney cells expressing the V2
vasopressin receptor, inhibition of the vasopressin response
could be demonstrated for the spiegelmer with a calculated IC50
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value in the low micromolar range. An L-DNA control sequence
with the same base composition and secondary structure as the
aptamer was virtually inactive in the same assay.
More biological data for spiegelmers that bind to pharmaco-


logically relevant targets was generated by Leva et al. ,[28] who
identified RNA- and DNA-spiegelmers against the peptide
hormone gonadotropin-releasing hormone I (GnRH). GnRH, a
key hormone of the mammalian reproductive cycle, is a
decapeptide which is produced in the hypothalamus and binds
to a single class of G-protein coupled receptors on gonadotro-
phic cells of the pituitary gland. This process triggers secretion of
the gonadotropin-luteinizing hormone (LH) and follicle-stimu-
lating hormone (FSH) which, in turn, stimulates the production
of sexual steroids.
Both RNA- and DNA-spiegelmers exhibited dissociation con-


stants in the range between 50 and 100 nM for the speigelmer:L-
GnRH complexes. The binding specificity was examined by using
related peptides such as chicken luteinizing hormone-releasing
hormone LHRH (one exchanged amino acid compared to GnRH)
and the GnRH receptor agonist buserelin as well as the
nonrelated peptides vasopressin and oxytocin; both spiegelmers
did not recognize any of these peptides, thus underlining their
high specificity.
A GnRH receptor-expressing cell line (Chinese-hamster ovary


cells) was used to demonstrate the potential of the spiegelmers
to inhibit GnRH binding to its receptor. By measuring Ca2�


release after receptor stimulation through GnRH, IC50 values
were determined to be 50 nM for the DNA- and 200 nM for the
RNA-spiegelmer.


5. Spiegelmers In Vivo


The in vitro characterization of anti-GnRH speigelmers was
swiftly followed by animal studies to demonstrate in vivo activity
of these molecules[28±30] . For these experiments, an improved
anti-GnRH DNA-spiegelmer with increased affinity to GnRH was
generated (NOX 1255). This molecule was further modified with
a 40 kDa polyethylene glycol moiety attached to the 5�-end (NOX
1257) to prolong the residence time of that spiegelmer in the
bloodstream to �12 h. The IC50 of NOX 1257 in GnRH receptor
expressing CHO cells was calculated to be 20 nM. The in vivo
activity of NOX 1255 and 1257 was analyzed in a widely used rat
model for studying GnRH regulation. The efficacy parameter is
the elevated LH concentration in the serum of orchidectomized
(castrated) rats which can easily be determined by radioimmu-
noassays. If the GnRH activity is neutralized by an antagonist, the
serum LH concentration returns to the basic level, which was
determined in a control group of intact rats. When the elevated
LH level had equilibrated eight days after orchidectomization,
NOX 1255 was administered subcutaneously at 100 mgkg�1,
whereas PEGylated NOX 1257 was injected intravenously at
150 mgkg�1. The receptor antagonist Cetrorelix, a peptide
analogue, was used as positive control. The subcutaneoulsy
administered NOX 1255 showed maximal GnRH antagonism
1.5 h after administration. This effect leveled off during the
following hours, a finding which probably arose from fast renal
clearance of the unmodified spiegelmer. After administration of


the PEGylated spiegelmer, NOX 1257, the observed LH levels
were very similar to the control group, which received Cetrorelix.
In both groups, LH level suppression was maintained during the
entire observation period of 24 h, thus demonstrating the
pharmacological potency of spiegelmers.
When developing macromolecules into drugs, a major safety


concern is their immunogenic potential. The elicitation of
antibodies by administration of spiegelmers was examined in
Zimmermann rabbits. Both PEGylated NOX 1257 and non-
PEGylated NOX 1255 were repeatedly administered to animals in
three parallel groups following a standard immunization proto-
col. The test substances were injected alone, together with an
adjuvant, or conjugated to the immunogen bovine serum
albumin (BSA) plus adjuvant. No titers of antibodies could be
detected in serum from animals that had received spiegelmer
with or without adjuvant. Only the BSA-spiegelmer conjugates
had evoked a minuscule immune response against the spie-
gelmer part, whereas the BSA-specific antibody titer was very
high. These results suggest that spiegelmers have only weak, if
any, antigenic potential.[30]


6. Conclusion


The development of aptamers into drugs is severely limited by
their in vivo stability. The concept of combining the principles of
chirality with the powerful SELEX process has led to the
development of highly biostable and extremely specific agents,
spiegelmers, which are capable of inhibiting pharmacologically
relevant targets.
During the last few years, spiegelmers have proved to be


molecules with great therapeutic potential. Spiegelmers are
macromolecules with very low immunogenicity, and their
efficacy has been strikingly demonstrated in vivo. Further
investigation into the potential of spiegelmers is in progress
and it is expected that mirror-image oligonucleotides will have
applications in miscellaneous medicinal disciplines.
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On Secondary Structure Rearrangements and
Equilibria of Small RNAs
Ronald Micura* and Claudia Hˆbartner[a]


Introduction


RNA structures often implicate a complex folding pathway to
reach the minimum free energy state. An understanding of the
process of folding is of major significance as this process may
reveal dynamic features of an RNA that are directly correlated to
functional properties.
An hierarchical model for the folding of RNA has been


established that is derived from early studies on tRNA and is
consistent in the first order with more recent studies on
ribozymes.[1] This model claims that two major structural
changes occur on the way from an unfolded RNA molecule to
the native state. Stable secondary structures, such as hairpins,
are formed rapidly on a microsecond timescale. Tertiary folding
then takes place by assembly of the secondary structural
elements through long-range base-pairing interactions. This
procedure is slower; the acquisition of tertiary interactions
occurs on a timescale on the order of milliseconds to seconds.
During the last few years, great efforts have been made to


explore RNA folding mechanisms by applying advanced techni-
ques such as single-molecule fluorescence,[2] synchrotron hy-
droxyl radical footprinting,[3] or temperature gradient gel
electrophoresis.[4] The hierarchical model of RNA folding has to
be refined in several aspects. Particularly for larger RNAs, the
folding can be retarded significantly by the formation of
kinetically favorable metastable intermediate structures. The
refolding of a trapped intermediate usually involves breakage of
base pairs and is therefore energetically costly. In this context,
the 'kinetic partitioning mechanism' proposes that different
initial starting structures of the unfolded RNA chain are
populated, which leads to different but parallel folding pathways
and therefore to a mixture of correct and incorrect conforma-
tions.[5, 6] The refolding of the incorrect structures may take up to
minutes or longer. Moreover, it has to be considered that RNA
folding in vivo depends on transcription elongation and is
therefore a sequential process.[7] As the rate of transcription (5 ±
50 nucleotides (nt) per second for eucaryotic polymerases;[8]


250 nt s�1 for bacterial polymerases)[9] is relatively slow com-
pared to the rate of hairpin formation, the partially synthesized
chain can favor formation of structures that turn metastable as
soon as the chain is complete.
Not least, the influence of the environment accounts for RNA


folding. Although it is well known that Mg2� ions have a major
impact on the formation of tertiary interactions,[10] it has also
been demonstrated that Mg2� ions are responsible for a
secondary structure rearrangement in the P5abc subdomain of
the Tetrahymena thermophila Group I intron ribozyme.[11]


The potential of RNA sequences to fold into metastable
structures beside the minimum free energy structure has been
exploited by nature in a functional manner. There is evidence
that several biologically important RNAs have evolved to use a
switch in their secondary structure for regulation of gene
function.[12, 20±25]


Self-Induced RNA Switches


A self-induced RNA structural switch is defined as starting from a
metastable structure that allows or blocks a particular function
of RNA (see 1, Scheme 1).[12] Thereafter, a structural element
becomes available that induces a transition into a stable
conformation, which is accompanied by a loss or gain of
function (see 2, Scheme 1). The structural element can be a
sequence partition that becomes available during the sequential
process of transcription through strand displacement or branch
migration (compare 1 and 2, Scheme 1).
The most intensively investigated secondary (and tertiary)


structure rearrangements in RNA concern the folding pathway of
the Tetrahymena Group I intron[13±16] and the hepatitis delta virus
ribozyme,[17±19] regulation of translation of the genomic RNA in
bacteriophage MS2,[20, 21] transcriptional regulation of the tRNA
synthetase gene in Bacillus subtilis,[22, 23] and replication of the
HIV genomic RNA.[24, 25]


Another illustrative example is the control of R1 plasmid
maintainance in Escherichia coli (Scheme 1).[26±28] If the R1
plasmid gets lost in the cell the so-called host-killing (Hok) toxin
is expressed and cell death is induced.[29] Expression of the hok
toxin gene must therefore be controlled at all stages of the
lifecycle of the corresponding hok mRNA to avoid premature
killing of plasmid-containing cells. In part, this control is achieved
by an antisense antidote RNA, the suppression-of-killing (sok)
RNA 4. The sok RNA is transcribed from the R1 plasmid and can
bind to the hok RNA in the active conformation, which leads to
degradation of the resulting duplex by RNase III.[30]


In plasmid-containing cells the fully transcribed hok mRNA
adopts a stable, highly structured fold 2 that is inactive for
translation of the Hok toxin (Scheme 1).[31] This structure is
stabilized because of base pairing of an untranslated sequence
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partition at the 3�-end, the folding back inhibitory (fbi) element,
to the untranslated 5�-end.[32] Thereby, a cloverleaf structure is
formed that is highly resistant to degradation. However, after
some time, the 3�-end gets processed and degraded, which
causes a decisive secondary structure rearrangement.[33] As a
result, the active conformation 3 is achieved by formation of a
stable translation activator (tac) stem and by making the Shine ±
Dalgarno (SDhok) sequence more easily available. This structure is
then accessible to ribosomes but also to the antidote sok RNA 4
(Scheme 1). In plasmid-containing cells where sok RNA is
transcribed from the plasmid, the corresponding hok/sok RNA
interaction is responsible for suppressing expression of the Hok
toxin. In contrast, in plasmid-free cells, sok RNA is not transcribed
anymore, gets depleted, and no longer suppresses the trans-
lation of the activated hokmRNA. This process finally leads to cell
death.
What has not been discussed so far is how the hok mRNA


achieves the inactive stable fold 2 with the fbi sequence section
at the 3�-end pairing to the 5�-end (Scheme 1). The nascent hok
mRNA transcript is trapped in the metastable conformation 1 as


long as the fbi sequence partition is not available.[26] Once the fbi
sequence partition is transcribed, refolding into the inactive
stable fold 2 takes place. Importantly, the metastable fold 1
already prevents the formation of the complete translation
activator (tac) stem through base pairing of the 3�-end
nucleotides (upstream complementary box; ucb) of the activator
stem sequence with a more downstream sequence that
comprises the SD box (Scheme 1).[12] In this manner, no access
of ribosomes to the growing mRNA chain is possible and the sok
target region is also inaccessible.
The regulation mechanism of the hok/sok system therefore


includes two mRNA structural switches; one originates from the
growing transcript because of sequential folding (1 into 2), the
other is induced in trans, which involves 3�-end processing (2
into 3). This complex process is necessary to permit the
formation of a pool of hok mRNAs large enough to destroy
plasmid-free cells.[12]


The hok/sok RNA switch of the growing transcript (1 into 2)
has also been investigated with respect to kinetics.[26] The
switching sequence involves a stretch of only about 70


Scheme 1. The folding pathway proposed for the host killing (hok) mRNA: During transcription the hokmRNA first forms metastable hairpins at the 5�-end, 1. Once the
hok mRNA is transcribed to its full length, a secondary structure rearrangement into the stable conformation 2 takes place by pairing of the 3�-end to the 5�-end.
Processing of the 3�-end sequence induces a further secondary structure rearrangement into 3, which finally provides the complete translation activation (tac) stem and
therefore access to ribosomes.[12] Further details are given in the text. ucb, upstream complementary box; sokT, supression of killing target site ; mok, modulation of
killing; SD, Shine ±Dalgarno box; fbi, folding back inhibitory element.
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nucleotides. Temperature jump experiments were used to trap
the metastable fold of this individual sequence and the kinetics
of refolding into the stable fold were roughly estimated.
Importantly, the individual secondary structures involved were
proposed on the basis of enzymatic structural footprinting
methods.[26] More recently, a pH-jump method was developed
for further investigation of the hok/sok RNA refolding kinetics.[34]


A denaturated fold is claimed to be obtained at a low pH value
that turns into the metastable fold after a jump to neutral pH.
The UV absorbance decay was then used to measure refolding
into the stable conformation. In our opinion, the pH-jump
method is a valuable step in the search for methods that allow
extraction of kinetic data for RNA secondary structure rearrange-
ments occuring on a timescale of minutes to hours. However,
this example also demonstrates the lack of methodologies that
focus on direct structural parameters to measure such RNA
refolding kinetics. Suitable approaches would demand RNA
secondary structure probing by NMR spectroscopy. Before we
discuss such an approach we address an artificially created RNA
sequence that satisfies two different secondary structure
models, each of which has a distinct function. The two different
reactivities observed for this RNA sequence suggest that two
different folds are significantly populated at the same time.


One Sequence, Two Ribozymes


Bartel and co-workers have presented an RNA sequence that can
adopt either of two ribozyme folds and can catalyze two
different reactions (Scheme 2).[35] One reaction is the cleavage of
RNA catalyzed by the hepatitis delta virus (HDV) ribozyme, which
assists the replication of HDV viral RNA. The other reaction is RNA
ligation catalyzed by the class III ligase ribozyme, an activity
obtained in the laboratory by in vitro selection experiments. The


Scheme 2. The artificially created RNA sequence satisfies two different secondary
structures, each associated with a different ribozyme activity. Cleavage of the 88-
nt RNA catalyzed by the hepatitis delta virus (HDV) fold, and ligation of the 9-nt
substrate to the 79-nt strand by the class III ligase fold have been assayed
individually, and results suggest that the two folds are coexisting.[35]


two ribozyme folds are completely different and do not share a
single base pair. Importantly, minor variants of this sequence are
highly active for one or the other catalytic activity and can be
accessed from the prototype by only a few nucleotide muta-
tions.[35]


Experimentally, the two folds of the 88-nt sequence have been
read out through the different ribozyme activities. For the ligase
fold, the ligation reaction of the corresponding 79-nt RNA with a
5�-triphosphate moiety and the 32P-labeled 9-nt substrate was
followed by denaturating gel electrophoresis and quantified with
a phosphorimager. The cleavage reaction of the full-length 32P-
labeled RNA was analyzed under the same reaction conditions.[35]


Biological activities cannot provide quantitative information
on the populations of the individual folds. A low activity can
either be explained by a small fraction of molecules populating a
ribozyme fold or by a suboptimal active site within molecules
that do not fold properly. Structural probing with a Pb(II)
cleavage assay indicated that both explanations are relevant.[35]


Moreover, it remains a challenging question whether a structural
rearrangment into the HDV fold that catalyzes the cleavage
reaction takes place upon ligation and vice versa. The folding
problem for this artificial ribozyme sequence makes clear again
that direct structural data for alternative RNA folds and
quantitative data concerning the populations involved are
usually not available and that the development of methods to
approach this task is desirable.


Secondary Structure Ambivalence of Small
RNAs


It has recently been demonstrated that even very small RNAs
containing only 18 ±21 nucleotides have the potential for
structural ambivalence.[36, 37] A purely rational sequence design
was envisaged, with the challenge to find the minimum size of
an RNA that is still able to appear in different defined shapes. The
design was based on two common secondary structure motifs,
namely a GNRA and an UNCG hairpin set in competition with
each other (Scheme 3a). For this purpose, the 3�-end nucleotide
sequence of one hairpin was chosen to be identical to the 5�-end
nucleotide sequence of the competing hairpin (Scheme 3a, red
part of the sequence). As a further prerequisite, both hairpin
motifs were selected to possess comparable base pairing


Scheme 3. Rationally designed small bistable RNAs. a) The 5� sequence GACC
(black) and the 3� sequence CGCCUUCC (blue) of the 20-nt RNA compete for base
pairing with the center sequence GGAAGGUC (red) ; b) The 32-nt RNA involves the
majority of the pairing nucleotides in one conformation in base pairing within the
other conformation (red and/or blue base pair combinations) as well.[37, 38] The
individual populations have been quantified experimentally ; see Figure 1.
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stabilities. The stabilities were experimentally verified by deter-
mination of thermodynamic parameters for the corresponding
truncated reference hairpins by UV melting curve analysis.[36, 37]


This technique, however, was unsuccessful in verification of the
bistable nature of the complete sequence, as were gel shift
assays under native conditions. Therefore, a combined (synthetic
and spectroscopic) approach based on a set of reference
sequences and comparative 1H NMR spectroscopy was devel-
oped and turned out to be most efficient.[38]


Structural Probing by Comparative Imino
Proton NMR Spectroscopy


RNA secondary and tertiary
structure probing is usually
based on enzymatic and
chemical footprinting meth-
ods.[39, 40] These methods need
only small sample amounts for
analysis and provide a power-
ful tool for structural probing,
especially of large RNAs for
which NMR and crystallo-
graphic analyses become dif-
ficult. The limitations of foot-
printing methods mostly con-
cern the specificities of the
enzymes and the reactivities
of the probes, which are not
always well understood.
The conformers of short


bistable RNAs are expected
to exist in a dynamic equili-
brium with a low energy bar-
rier for their interconversion,
although this process involves
breakage and formation of
different base pairs. The time-
scale for the exchange of con-
formers is not slow enough to
be verified by gel shift assays
or UV melting experiments.
Chemical and enzymatic
structural footprinting meth-
ods are also not suitable in
this context. However, the
timescale of interconversion
of secondary structures of
small RNAs is expected to be
on the order of milliseconds to
seconds and minutes, which
allows analysis of such con-
formational equilibria by
means of 1H NMR spectrosco-
py. At this point, we stress the
fact that only equilibria of
slowly interconverting RNA


conformers (�10 ms) are recognized by the approach described
below as this technique relies on the slow exchange regime of
NMR. Faster interconverting species provide average signals and
these equilibria will therefore not be recognized (fast exchange
regime).
The NH ¥¥¥ N (imino) proton resonances of an RNA appear


between 10 and 15 ppm, directly reflect the Watson ±Crick base-
paired double helical regions and are, in principle, sufficient to
verify a secondary structure model (Figure 1b).[11, 18, 41±44] The
assignment of the resonances is a prerequisite and usually
requires 15N-labeled RNA samples and advanced NMR meth-
ods.[18] A different approach with a pronounced chemical
viewpoint has been presented by our group (Figure 1a).[38] The


Figure 1. The 34-nt RNA 5 exists in a monomolecular conformational equilibrium as has been demonstrated by structural
probing on the basis of comparative imino proton NMR spectroscopy;[38] a) The individual reference oligoribonucleotides (5a,
5b, and 5c) are able to adopt only one defined secondary structure and give stemwise sets of imino proton resonances. The
numeric, weighted sum of the reference spectra (trace in gray) permits direct comparision with the spectrum of the complete
RNA and allows quantification of the equilibrium position with a high degree of accuracy (298 K, in 25 mM sodium arsenate
buffer, pH 7.4, H2O/D2O, 9:1) ; b) The so-called 'imino protons' of Watson ±Crick base pairs (red) ; c) The melting profile of 5
does not give evidence for the bistable nature of this sequence. Interestingly, the melting temperatures of the individual
double-helical segments are all lower than that of 5. T, temperature ; H, hyperchromicity (250 nm); d) Dotplot for sequence 5
generated by the RNAfold program (Vienna RNA package).[55] The lower left triangle shows the base pairs of the minimum
free energy structure. The upper right triangle represents the frequencies of each base pair within the ensemble of all possible
structures. Thus, the area of the squares is proportional to pairing probability.
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high thermodynamic stability of the secondary structure com-
pared to that of the tertiary structure of an RNA allows
segmentation into the individual Watson ±Crick base-paired
double helices. The separately synthesized reference oligonu-
cleotides are easily defined as hairpins for terminal stem-loop
segments. For internal double-helical tracks of a larger RNA,
reference oligonucleotides can also be defined by double-helical
sequence homologues with nonnucleotide linker units such as
hexa- or heptaethylene glycol phosphates.[45, 46] The spectra of
the individual references provide a characteristic fingerprint of
imino resonances and enable a stemwise assignment of
resonances within the complex NH spectrum of the complete
RNA. This approach ('structural probing by comparative imino
proton NMR spectroscopy') is very reliable for the assignment
and quantification of the equilibrium position of small bistable
RNAs and is highly promising for extension to the verification of
secondary structure models of larger RNAs. The limitations of
this approach will be encountered in cases with complex tertiary
structures involving nucleobase triplets or long-distance nucle-
obase interactions for which simple reference sequences are not
easily accessible. In addition, signal overlap will most likely
restrict RNA sequence length to less than about 80 nucleotides
for the comparative approach. Preliminary experiments suggest
that this size is feasible for native RNA secondary structure
switches but limitations are encountered for RNAs with a more
complex tertiary structure.


UV Melting Profiles and Conformational
Analysis


Detailed studies on small bistable RNAs demonstrated that UV
melting profile analysis does not allow reliable deduction of their
secondary structures. We stress this fact because quite frequent-
ly interpretations on the conformational behavior of RNAs are
based on melting curves alone. For example, sequence 5 equally
populates two different secondary structures at room temper-
ature, as was unequivocally ascertained by comparative imino
proton NMR spectroscopy. This sequence displayed a single
sigmoid melting profile (and a corresponding first derivative
profile with a single inflection point) despite the fact that the
melting temperatures of the individual double-helical references
5a, 5b, and 5c differed by more than 15 �C (Figure 1c).
The secondary structure model for the 32-nt sequence


depicted in Scheme 3b is comprised of four individual double-
helical segments distributed over two equally populated con-
formers at room temperature. Only the weakest double-helical
segment (Tm1� 56 �C) was separately reflected in a melting
profile of biphasic shape.[38] The melting transitions of the
remaining three double-helical segments differed by 20 �C
(Tm2,3,4�69 �C, 75 �C, 89 �C) but were not resolved in the melting
profile of the complete sequence. Not even the hyperchromic-
ities of the individual segments were reflected in an additive
manner, so that even the biphasic shape with two melting
transitions (Tm�55 �C, 85 �C) of comparable hyperchromicities
was misleading and favored the expanded conformation.[38]


Secondary Structure Predictions


Computational methods have been developed by several
research groups to explore the conformational energy land-
scapes and the statistical thermodynamics of RNA secondary
structure folding.[47±54] Structural probing of small RNAs by
comparative imino proton NMR spectroscopy allows direct
comparison of the experimental results with predictions ob-
tained by algorithms that cope with the existence of multiple
secondary structures. We applied a suboptimal folding algorithm
of the Vienna RNA package[55] to generate a list of all suboptimal
secondary structures of a given sequence within a desired
energy range above the minimum free energy.[56, 57] The partition
function algorithm of the RNAfold program then yielded the
base pairing probabilities in a Boltzmann-weighted ensemble of
all possible structures. As an example, the graphical output,
denoted 'dotplot', is shown in Figure 1d for sequence 5. The
dotplot represents the base pair probability matrix. The lower-
left triangle shows only base pairs contained in the minimum
free energy structure. The upper right triangle represents the
frequencies of each base pair within thermodynamic equilibri-
um. Thus, the area of the squares is proportional to pairing
probability. The algorithms recognize the bistable nature of
small RNA sequences fairly well. The predicted positions of the
equilibria, however, often deviate from the experimentally
observed populations of the competing secondary struc-
tures.[37, 38]


Impact of Nucleoside Modifications on the
Secondary Structure of RNA


The influence of naturally occurring nucleoside modifications on
RNA structure is generally believed to be a minor one. The high
tolerance and adaptability of RNA with respect to nucleobase
mismatches may suggest that modified nucleosides only
provide the potential for local conformational modulations of
an existing RNA fold. However, there are a few examples that
clearly indicate a high impact of nucleoside modifications on the
secondary structure of certain biologically relevant RNAs.
The human mitochondrial tRNALys possesses six modified


nucleosides, namely 1-methyl adenosine at position 9, N2-methyl
guanosine at position 10, two pseudouridine residues at
positions 27 and 28, a hypermodified adenosine residue in
position 37, and a not-further-characterized modified uridine
residue at position U34 (Scheme 4). This tRNA folds into the
expected cloverleaf. The corresponding in vitro transcript does
not fold into a cloverleaf structure but into an extended bulged
hairpin.[58] This noncanonical fold was established by chemical
and enzymatic structure probing and consists of an extended
amino acid acceptor stem, an extra large loop instead of the
T-stem and loop, and an anticodon-like domain. Hence, the
modified nucleosides are required for, and responsible for the
cloverleaf structure. Moreover, the corresponding tRNA se-
quence was synthesized with a sole modification, namely a
1-methyl adenosine residue in position 9, by an enzymatic
ligation approach. Chemical and enzymatic structure probing
demonstrated that this chimeric RNA folded correctly.[59] The
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Scheme 4. The naturally occurring modified nucleoside 1-methyladenosine is
responsible for the biologically active cloverleaf fold of a mitochondrial tRNA.[58, 59]


Experimental verification of the folds was based on structural probing by
chemical and enzymatic footprinting methods. m1A, 1-methyladenosine; m2G, N2-
methyl guanosine, �, pseudouridine, t6A, N6-threonylcarbamoyl-adenosine, U�,
modified uridine not structurally characterized.


single methyl group is responsible for disrupting a Watson ±
Crick A/U base pair in the acceptor stem of the T7 transcript
and is therefore sufficient to induce the cloverleaf folding of this
tRNA sequence.
It is also likely that the methylation pattern of Helix 45 in the


small ribosomal subunit may assist in correct folding, as was


suggested based on results for short model sequences.[37] In
most organisms the original GGAA loop of Helix 45 is modified
by replacement of the adenosine residues with N6,N6-dimethyl-
adenosine units. This methylation affects the Watson ±Crick
pairing face and may prevent unfavorable pairing interactions of
the loop with the single-stranded terminal 3�-end sequence
(Scheme 5).
In another study, single nucleotides of the inner core of a short


palindromic RNA duplex were systematically replaced with
nucleobase-methylated nucleosides such as 1-methylguanosine
(m1G), N2-methylguanosine (m2G), N2,N2-dimethylguanosine
(m2


2G), 1-methylinosine (m1I), 3-methyluridine (m3U), N4-methyl-
cytidine (m4C), N6-methyladenosine (m6A), and N2,N2-dimethyl-
adenosine (m6


2A). Investigation of the corresponding duplex ±
hairpin equilibria revealed the methylated nucleotides that
provide the potential for secondary structure rearrange-
ments.[60, 61]


Outlook


RNA has great conformational flexibility not only at the tertiary
but also at the secondary structure level. Biologists and bio-
chemists have identified RNAs that exploit secondary structure
rearrangements for functional control in several organisms. To
understand the molecular mechanisms behind these RNA
refolding processes, great efforts will be necessary to create
powerful approaches that allow real-time structural analysis.
NMR spectroscopic methods applied to RNAs with sequence-
specific 15N-labeled nucleotides would meet such requirements
as information about formation or breakage of single-labeled
base pairs should be easy to acquire during the transition from
one conformation to another by use of such labels. Structural
probing by comparative imino proton NMR spectroscopy as
discussed above could assist in selecting the potential candi-
dates for the nucleotide labels within an RNA. Single-nucleotide
labeling of RNA is still a major challenge and highly demanding
from a chemical point of view. However, recent improvements
in the chemical synthesis of oligoribonucleotides are promising
and may make site-specifically labeled RNAs readily available
soon.[62±66]
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Engineered Ribozymes as Molecular Tools for
Site-Specific Alteration of RNA Sequence
Sabine M¸ller*[a]


Over the past two decades our understanding of RNA has been
revolutionized. Ribozymes that catalyze phosphoryl transfer
reactions have been discovered in nature[1] and are being joined
by artificial ribozymes possessing activity for catalysis of an
increasing number of chemical reactions.[2] The spliceosome and
the ribosome are organized as ribonucleoprotein particles of
enormous size, with the RNA part essential to function.[3] The
nontranslated leader region of mRNAs can directly bind small
molecules that are often the final product of a metabolic
reaction catalyzed by the encoded protein, and in this manner
the leader acts as a riboswitch for genetic regulation.[4] Based on
the capacity of RNA to bind molecules with high specificity, a
number of 'aptazymes' have been developed that transform the
binding event at the aptamer domain into a signal for switching
activity of a ribozymic component contained in the same
molecule.[5]


With these exciting discoveries, RNA has also become the
focus of investigations into novel therapeutic schemes. Trans-
cleaving ribozymes,[6] antisense RNAs,[7] and short interfering
RNAs (siRNAs)[6c, 8] have been used to silence undesired gene
expression. All three strategies have in common the fact that the
synthesis of a protein that is pathogenic to the cell is inhibited at
the level of the messenger RNA. Thus, antisense RNAs as well as
trans-cleaving ribozymes are of considerable use for treatment
of malignant or viral diseases. However, if one considers the
therapy of inherited diseases such as cycstic fibrosis or sickle cell
anaemia, strategies that allow correction of genetic disorders
rather than destruction of the faulty transcript are required.
'Repairing ribozymes' may be uniquely suited for this purpose
because, compared to more traditional methods that attempt
to correct a genetic deficiency by transferring a wild-type DNA
version of a gene to the cell, ribozymes might repair in-
correct transcripts without interfering with the corresponding
DNA.


Over the past decade, four major approaches have emerged
to modulate gene function at the RNA level:[9] trans-splicing by
group I intron ribozymes,[9a] trans-splicing mediated by the
spliceosome,[9b] use of antisense oligonucleotides to modify
splicing pathways,[9c] and antisense oligonucleotides that are
capable of activating the cellular enzyme double-stranded RNA
adenosine deaminase (ADA).[9d] Work in my laboratory has
focused on the development of twin ribozymes for site-specific
alteration of RNA sequence.[10] These twin ribozymes have not
yet been tested with genetically relevant RNA sequences in cell
culture systems. However, their capacity to efficiently alter the
sequence of a given RNA in vitro has been successfully
demonstrated.[10b] In addition to the ribozyme- or antisense-
oligonucleotide-based strategies mentioned above, a number of


other schemes have been investigated to demonstrate the
potential of nucleic acid repair in functional genomics. For
example, mobile group II introns, catalytic RNA structures
capable of inserting themselves directly into a chromosome
and subsequently being reverse transcribed into DNA, have
been successfully used to target DNA sites in human cells.[11]


Single-stranded triplex-forming oligonucleotides have been
applied to correct a mutation in plasmid DNA[12] as well as an
ADA mutation in human lymphocytes by facilitating DNA repair
of the mutation through the nucleotide excision repair path-
way.[13] Furthermore, double-stranded oligonucleotides capped
by hairpins and consisting of both DNA and RNA residues (so-
called chimeras)[14] have shown efficacy in correcting single-base
genomic changes in mammalian,[15] animal,[16] and plant cells.[17]


When the strategies for induced repair at the RNA and at the
DNA level are compared, it becomes clear that there is an
important advantage on the RNA side. Any processing at the
DNA level may interfere with gene expression and, in the worst
case, produce unintended effects, such as disruption of impor-
tant genes through insertional mutagenesis. If a gene is involved
that normally regulates cell growth and division, cancer may be
the result. The recently reported cases of two French gene
therapy patients with severe combined immune deficiency
(SCID) who developed leukaemia after treatment with the
correct version of the defective gene[18] dramatically prove that
this problem must be seriously considered. In these trials, the
corrective genes were packaged into modified retroviruses,
which can incorporate themselves into the DNA of a host cell.
The retroviruses were stripped of most of their viral genes.
However, it is not possible to control where retroviral vectors
insert themselves. It seems that in the reported cases, the
corrective gene integrated itself into or near to a gene that can
cause childhood leukaemia.[18] Thus, even if the treatment works
well, the risk is not acceptable. Against this background,
alternative strategies that correct genetic disorders while leaving
the naturally regulated gene expression intact are urgently
required.


Among the strategies mentioned above for sequence alter-
ation at the RNA level, only trans-splicing group I intron
ribozymes mediate the repair process by themselves.[9a] Spliceo-
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some-mediated trans-splicing,[9b] as well as the use of antisense
oligonucleotides for modification of splicing pathways[9c] or
activation of adenosine deaminase,[9d] requires the help of
cellular enzymes to correct a mutated RNA sequence. Strikingly,
while antisense oligonucleotides are responsible for recognition
of the mutated sequence, cellular proteins are the major players
in the processing of the target RNA. Ribozymes, on the contrary,
combine both recognition elements and functionality and thus
allow precise engineering to mediate the repair reaction in the
most successful way. Herein, strategies applying group I intron
ribozymes[9a] and an approach based on recently developed twin
ribozymes[10b] are discussed.


Trans Splicing by Group I Intron Ribozymes


Introns are noncoding sequences that interrupt the coding
sequences (exons) of most eukaryotic genes. To ensure the
expression of functional mRNAs, rRNAs, and tRNAs, intron
sequences must be removed after transcription to give the
mature RNA molecules (splicing, Figure 1). For group I introns,


Figure 1. Self splicing of group I introns. The guanosine cofactor is bound to the
intron and initiates splicing by nucleophilic attack at the 5�-splice site. As a result
of a two-step transesterification, the 5�-exon is ligated to the 3�-exon and the
intron is spliced out.


this process is mediated by the autocatalytic activity of the
intron RNA itself. The first evidence of self splicing came from
work on ribosomal RNA genes of Tetrahymena thermophila.
Although in vivo the splicing reaction occurs with the assistance
of protein factors, efficient RNA self splicing has been demon-
strated in vitro.[19] The splicing process involves a two-step
transesterification and is dependent on the presence of divalent
metal cations, typically Mg2� ions, and a guanosine cofactor. In
the first step, nucleophilic attack by the 3�-OH group of the
guanosine cofactor on the phosphorus atom in the phospho-
diester bond at the 5�-splice site results in the cleavage of the 5�-
exon, which results in it carrying a free 3�-hydroxy group. This
group attacks the phosphorous atom in the phosphodiester
bond at the 3�-splice site in the second step, which leads to the
spliced RNA product by ligation of the 5�-exon with the 3�-exon
and release of the intron (Figure 1).


The Tetrahymena group I intron can be integrated into other
systems to mediate self splicing. For example, it has been shown
to efficiently splice itself from lacZ transcripts in Escherichia coli
to generate a functional mRNA for translation of the �-comple-
ment of �-galactosidase.[20] Sullenger and Cech tested whether
the Tetrahymena intron could perform a similar reaction in
trans.[9a] To this end, they designed a model system that consists
of the two molecules shown in Figure 2. One RNA, the 5�-exon
(5�lac), contains the first 31 nucleotides of the lacZ transcript and
the recognition sequence CCCUCU followed by two adenosine
residues. The second RNA, termed the ribozyme 3�lac RNA,
consists of an engineered ribozyme RNA (derived from the
Tetrahymena intron[21] ) covalently linked to a 3�-exon that
encodes 67 amino acids of the �-complement of �-galactosi-
dase. The ribozyme 3�lac RNA binds to 5�lac through its
complementary 5�-terminating sequence GGAGGG. Trans splic-
ing then involves cleavage of the two 3�-adenosine residues
followed by ligation of the resulting 5�-product to the lacZ 3�-
exon. The net result of these reactions is a transcript containing
the correct translational reading frame for �-galactosidase and
the released ribozyme (Figure 2). In a number of experiments,
Sullenger and Cech convincingly demonstrated that the ribo-
zyme accurately functions in vitro as well as in E. coli.[9a]


Group I intron ribozymes recognize their splice sites through
the internal guide sequence (IGS) and complementary base
pairing to their 5�-exon binding site; the only specific require-
ment is the presence of a uridine residue 5� to the cleavage site
that forms a wobble pair with a conserved guanosine residue in
the IGS (see Figure 1).[22] This flexibilty allows adaptation of
targeted trans splicing to correct a variety of mutant transcripts
by following the strategy outlined in Figure 3. Since the ground-
breaking results of Sullenger and Cech, a number of studies have
demonstrated that trans splicing is a powerful tool for potential
therapeutic application.[23] Since the successful demonstration of
trans splicing in E. coli,[9a] truncated lacZ transcripts have been
corrected in mammalian cells too.[23a, 24] Group I intron trans
splicing has been utilized to correct sickle-cell transcripts[23b,c]


and trans-splicing ribozymes have been designed for correction
of a triplet repeat expansion in the 3�-untranslated region of the
myotonic dystrophy protein kinase transcript,[23d] as well as to
repair mutant p53 transcripts[23e] and the mRNA of a mutant
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canine skeletal muscle chloride channel.[23f] In a very recently
reported study, trans-splicing ribozymes were used to convert
pathogenic transcripts of the hepatitis C virus (HCV) into new
RNAs that exert anti-HCV activity.[25] While trans splicing was
found to occur with a half time of 13 min and 85 ± 90%
conversion of precursor into trans-spliced RNA in vitro,[9a] the
reaction initially processed ™only∫ 25 ± 50% of targeted tran-
scripts in vivo.[24a] This difficulty is likely to result to a
considerable extent from the relatively short 5�-exon binding
site (IGS) of group I introns (only six nucleotides) limiting the
sequence specificity of the ribozyme for its target. Indeed, it has
been observed that many nontargeted transcripts were modi-
fied in addition to the target RNA.[23a] This problem could be
partially overcome by structural optimization of the trans-
splicing ribozymes.[26] In particular, extension of the IGS helped
to increase the affinity and specificity of the ribozyme for its
target RNA.[27]


RNA Sequence Alteration by Twin Ribozymes


My research group has recently introduced an alternative
scheme for revising RNA messages.[10b] This scheme relies on a
small engineered twin ribozyme and a small RNA repair
oligonucleotide to site-specifically alter a given RNA sequence.


Trans splicing by group I
intron ribozymes as descri-
bed above requires a large
processing ribozyme fused
to the reconstituting nu-
cleotide segment, plus the
entire mRNA sequence
downstream of the muta-
tion. For example, trans
splicing of lacZ transcripts
encoding the �-comple-
ment of �-galactosidase in
E. coli required a 416-nu-
cleotide ribozyme followed
by 200 nucleotides of the
lacZ sequence.[9a] Most
transcripts of functional
genes are longer than that
and, dependending on the
location of the mutation
(5�- versus 3�-side), many
transcripts of medical rele-
vance require a very large
reconstituting nucleotide
segment to be delivered,
which makes the ribo-
zyme ± 3�-exon fusion con-
struct even longer than 616
nucleotides.


To limit the size of the
RNA processing ribozyme,
we sought for a general


method of manipulating at will any chosen patch of any given
mRNA sequence. While point mutations could be repaired by
base replacement strategies, the development of a method-
ology allowing the exchange of entire RNA segments seems
more reasonable since a wide range of mutations could then be
targeted with the same machinery, independent of their
particular nature. Such a fragment exchange strategy requires
an agent which promotes, in a strictly controlled fashion, two
chain cleavage events and two ligations. We have engineered a
small RNA consisting of 141 nucleotides that is derived from the
hairpin ribozyme by tandem duplication (hence dubbed 'twin
ribozyme') and meets all the functional requirements of such an
approach[10b] (Scheme 1). The hairpin ribozyme is a catalytic RNA
structure occurring in nature.[28] This ribozyme catalyzes the
reversible site-specific cleavage of RNA substrates to generate
fragments with a 2�,3�-cyclic phosphate and a free 5�-OH
terminus, respectively. In turn, the reverse reaction requires
fragments with the same characteristic termini to be ligated.


The specific structure of the ribozyme ± substrate complex
determines the extent of cleavage versus ligation. RNA frag-
ments that are stably bound to the ribozyme are preferentially
ligated, whereas fragments that are less well bound (but stable
enough to allow folding into a catalytically competent structure)
favor cleavage.[29] By considering the characteristic cleavage/
ligation properties of the hairpin ribozyme, the twin ribozyme


Figure 2. Mechanism of trans splicing of lacZ transcripts by a ribozyme derived from a group I intron, as suggested by
Sullenger and Cech.[9a] The trans-splicing ribozyme is covalently linked to the 3�-exon (3�-lac) and contains the six-base
sequence GGGAGG required for recognition of the corresponding 5�-exon (5�lac). The splicing reaction leads to ligation of the
5�-exon to the 3�-exon and thus generates a functional lacZ transcript and a released ribozyme.
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shown in Scheme was designed to insert four nucleotides into a
predetermined site of an arbitrary model RNA, and thus to
mimick the correction of a deletion mutation at the RNA level. In
the ribozyme ± substrate complex, a stretch of four nucleotides
in the central part of the ribozyme strand (GAUU), is looped out.
Cleavage at both predetermined sites leads to a 16-mer that can
easily dissociate from the ribozyme as a result of the loop
weakening its binding. In contrast, the two RNA fragments
flanking the cleavage sites form contiguous duplexes with the
ribozyme of 11 and 14 base pairs, respectively, and thus should
preferentially remain bound. The added 'repair oligonucleotide'
contains the four additional nucleotides complementary to the
GAUU loop in the ribozyme strand. Hence, binding of this
oligonucleotide to the gap left by dissociation of the 16-mer


extends the formerly interrupted double-stranded stretch by
four nucleotides and makes it contiguous to the ribozyme
sequence and likely to be preferentially ligated. As a result, 16
nucleotides of substrate sequence are exchanged for 20
nucleotides that were separately added as a synthetic repair
oligonucleotide. In initial experiments, up to 30% of the input
substrate was converted into insertion product;[10b] more recent
experiments under varied conditions delivered the product with
up to 50% yield.[10c]


In all these studies, the sequences bordering the deletion as
well as the deletion itself were defined arbitrarily and thus the
question of whether this strategy can be used with genetically
relevant RNA sequences remains. The basic hairpin ribozyme can
be adapted to process different RNA sequences with remarkable
flexibility and specificity.[30] This possibility, along with the
application of evolutionary methodologies such as selection in
vitro and in vivo should pave the way for the design of twin
ribozymes addressing RNAs with sequence failures of medical
relevance. In analogy to the model experiment, diseases that are
caused by short deletions (such as cystic fibrosis[31] ) are the most
obvious first targets. However, the approach should also be
suitable for the correction of replacements and insertions. In
these cases the repair reaction could be driven by the same
strategy as is used in the deletion mutation model. Mismatches
between input substrate and ribozyme (in the case of replace-
ment mutations) or inserted nucleotides within the input
substrate looped out upon binding to the ribozyme (in the case
of insertion mutations) should destabilize the mutated fragment
so that it can easily be released after cleavage. The repair
oligonucleotide can in both cases be designed to form a stable
contiguous duplex with the ribozyme to be ligated to the
remaining fragments of the input RNA. Additionally, a larger
excess of the repair oligonucleotide (a 2.5-fold excess was used
in the experiment described above) could help drive the
reaction.


Compared to RNA repair by trans-splicing ribozymes, the twin
ribozyme approach is still in its infancy. Twin-ribozyme-mediated
RNA repair has not yet been tested in vivo. Furthermore, as
mentioned above, the initial experiments have been carried out
with arbitrarily chosen substrates. Twin ribozymes that target a
variety of different sequences need to be developed in order to
demonstrate the potential of this strategy for universal applica-
tion. Further structural optimization and improved functional
design should help to increase the so far obtained 50% yield of
conversion of input substrate into product. Nevertheless, the
twin ribozyme strategy is a promising alternative to trans-
splicing ribozymes in terms of applicability and specificity and
thus could be used for editing genetic disorders at the RNA level,
as illustrated in Figure 4. The key advantage lies in the fact that
sequence alteration is achieved in a patchwise fashion and
hence any accessible target sequence, irrespective of its location
within the relevant mRNA, can be addressed with the same
simple machinery.


Figure 3. Targeted trans splicing for correction of genetic disorders at RNA level.
M, mutation; WT� , wild-type sequence.
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Summary and Future Prospects


Nature has evolved elegant ways of initiating,
maintaining, and regulating life. RNA molecules
fulfil a number of essential biological functions.
The investigation and understanding of these
functions has in turn allowed the creation of RNA
molecules in the laboratory with improved or
even altered function. Among a wide variety of
potential applications of these functional RNA
molecules exciting developments have emerged
in the field of RNA therapeutics. Beyond doubt,
one of the most exciting recent discoveries is the
finding that interfering RNA (RNAi) can be
utilized to silence gene expression in mammalian
cells, which gives tremendous hope for new
classes of therapeutics to treat cancer, viral
infections, and other diseases. However, an
additional option is to use engineered ribozymes
to site-specifically alter the sequence of a
deleterious mRNA from a dominant mutant gene
or a virus. The leading methodology in this area
is trans splicing by engineered group I intron
ribozymes, which in future might be accompa-
nied by the twin ribozyme approach described
above. It should however be noted that it
remains to be seen if RNA revision can indeed
be useful in the clinic for the treatment of
genetic deficiencies. While twin ribozymes have
not yet even been tested in living cells, trans-
splicing ribozymes can process only up to 50%
of the targeted transcripts.[24a] This must not
necessarily be a serious drawback; in certain
diseases the correction of only a fraction of the
mutant transcripts might have a clinical benefit.
Nevertheless, enhancing the yield of functional
product is one of the major goals in the
development of the next generation of trans-
splicing ribozymes and twin ribozymes. A hurdle
to be overcome in both strategies is the devel-
opment of effective delivery systems capable of
targeting specific cell types. Even if useful repair
ribozymes can be made, improvement in cell
delivery and expression systems will be required
to give stable enough expression of ribozymes
inside cells to allow them to repair the mutant
RNA for extended periods of time. This problem
is common to all areas of gene therapy and there
is reason to be optimistic that efficient gene
delivery approaches will be forthcoming in
future.


Overall, the concept of direct RNA revision is
intriguing and the application of engineered
repairing ribozymes in gene therapy seems
feasible. In contrast to most standard gene
therapy approaches, which can cause mutations
through integration into the genome of the


Scheme 1. Twin-ribozyme-mediated RNA sequence alteration. Substrate RNA is annealed to the twin
ribozyme (top) and cleaved at two defined sites (indicated by arrows). The fragment extending
between the two cleavage points (16-mer, lower-case letters, bold) is replaced on the ribozyme by the
repair oligonucleotide (20-mer, bold capital letters), which is subsequently ligated to the flanking
substrate fragments to form the twin ribozyme ±product complex (bottom). For details, see the main
text.
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patient, repair at the RNA level is less dangerous; even in the
case of inadvertent changes to nontargeted RNAs, the effects
would only be temporary.


Not less importantly, trans-splicing ribozymes and twin
ribozymes are powerful tools in molecular biology and bio-
chemistry. For example, twin ribozymes can be used for site-
specific modification of long RNA molecules obtained by
transcription. The repair oligonucleotide is synthetically available
so a desired modification (for instance a fluorescence dye) can be
introduced site specifically. The twin ribozyme accepts modified
repair oligonucleotides for ligation[10c] . Thus, it should be
possible to modify any transcript of unlimited length at a
predetermined position, provided that this position is not buried


in the secondary structure. This goal is difficult to achieve with
current methods. So far the appropriate strategy would be
chemical synthesis and modification of RNA fragments followed
by enzymatic ligation, which is time consuming, rather expen-
sive, and not very efficient.


Keywords: gene therapy ¥ repair ¥ ribozymes ¥ RNA ¥ sequence
alteration
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Targeting RNA with Small Molecules
Yitzhak Tor*[a]


1. Introduction


Remarkable findings have cemented the central dogma of
biology, where the transfer of genetic information from a
sequence of nucleotides in DNA to a string of amino acids in
proteins is mediated through RNA.[1] Although RNA was
recognized as playing a key role in this incredible process, for
decades it was considered as a passive carrier of DNA's sequence
information. The discovery of ribozymes has changed this view
and facilitated a major paradigm shift.[2, 3] RNA is now regarded
as a respectable functional biomolecule with impressive catalytic
potential.[4] RNA has continued to fascinate and surprise the
scientific community with its multifaceted roles in cell biology.
The recent high-resolution structures of ribosomes show RNA to
be the key component responsible for peptide-bond formation
in protein biosynthesis.[5±8] The discovery of RNA interference, a
cellular response to double-stranded RNA that leads to se-
quence-specific gene silencing, reveals a new and unexpected
role for small RNA molecules in gene regulation.[9] Recent
findings demonstrating specific interactions between low-mo-
lecular-weight metabolites and messenger RNAs (mRNAs)
related to their biosynthetic pathways illustrate exciting new
regulatory mechanisms at the RNA level.[10, 11] Thus, another
paradigm shift is emerging.


The capability of RNA to specifically communicate with large
and small molecules is central to its diverse biological functions.
Revealing the structural and dynamic features of RNA± ligand
recognition events will have a direct impact on our ability to
ultimately control cell function at the RNA level.[12] It will also
open up new opportunities to combat pathogens by specifically
targeting their RNA or RNA±protein complexes. With this in
mind, we initiated, about a decade ago, a research program
aimed at unraveling the fundamentals of RNA± ligand interac-
tions and advancing RNA as a drug target. The purpose of this
article is to highlight the inspiration for our program and its
evolution. There is remarkable interest in this young and rapidly
growing field, and this minireview is not intended to be
comprehensive. The interested reader is referred to excellent
review articles that summarize advances in this and related
fields.[13±22]


2. Aminoglycoside Antibiotics and RNA


Our search for small molecules as selective RNA binders was
inspired by early observations that demonstrated the ability of
certain antibiotics, particularly the aminoglycosides, to interfere
with protein biosynthesis. Selected examples of this intriguing
family of naturally occurring pseudo-oligosaccharides are shown
in Figure 1. The common core of most aminoglycosides is
2-deoxystreptamine (2-DOS), a highly functionalized amino-


Figure 1. Representative examples of aminoglycoside antibiotics and their
structure ± activity relationship. Inhibition of group I intron's self-splicing (Self-Sp.)
is given as IC50 values in �M.[28] Inhibition of Rev ± RRE binding (Rev ± RRE) is given
as IC90 values in �M.[29] The amino and hydroxy groups as well as the
2-deoxystreptamine core (2-DOS) are colored.


cyclitol. Glycosylation of the 2-DOS core, typically at the 4- and
5-, or 4- and 6-positions, characterizes most aminoglycosides.[23]


Interestingly, decades after their discovery, aminoglycoside
antibiotics remain clinically useful and enigmatic.[24]


Twenty years after the discovery by Waksman and co-workers
of streptomycin,[25] the first aminoglycoside antibiotic to be
isolated, a plausible mode of action was proposed.[26] By using an
in vitro translation system, Davies et al. concluded in 1964 that
streptomycin interferes with protein synthesis at the level of the
™ribosome±messenger RNA± sRNA complex∫.[26] In a seminal
paper published in 1987, Moazed and Noller showed that,
indeed, aminoglycoside antibiotics interact with specific sites on
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16S rRNA.[27] The renaissance aminoglycosides have experienced
in recent years was prompted by the report by Schroeder and
co-workers in 1991 which demonstrated that these antibiotics
can also inhibit splicing of group I introns (a prototypical large
ribozyme).[28] Green and co-workers, in an intriguing paper
published in 1993, demonstrated the capability of the same
natural products to inhibit the interaction between the HIV-1 Rev
protein and its RNA target, the Rev response element (RRE).[29]


These key discoveries, which accentuated aminoglycoside
antibiotics as a family of RNA binders, triggered our interest and
stimulated a pursuit for a fundamental understanding of RNA±
aminoglycoside interactions. Examination of the data presented
in Figure 1 reveals some rudimentary structure ± activity relation-
ships. The importance of amino groups for RNA binding and
inhibition is apparent. Changing an amino group in kanamycin B
to a hydroxy group in kanamycin A practically abolishes
inhibitory activity in the self-splicing and Rev-RRE assays (Fig-
ure 1). A similar trend is observed for neomycin B versus
paromomycin. Electrostatic interactions are therefore a major
contributor to RNA affinity. Yet, this binding phenomenon must
be more complex. Other aminoglycosides (for example, apra-
mycin), simple polyamines (for example, spermine), and other
structurally unrelated antibiotics (for example, viomycin) that
possess a comparable number of amino groups are not as active.
As evident from the data shown in Figure 1, the hydroxy groups
also influence RNA affinity. Kanamycin B, for example, is twenty-
fold less active than tobramycin (its 3'-deoxy derivative) in
inhibiting self-splicing of group I introns, and the trend holds for
other RNA targets. Stimulated by these intriguing observations,
we have embarked on a research program aimed at the
fundamental understanding of RNA± aminoglycoside interac-
tions.[30]


3. Systematically Modified Aminoglycosides
Support a Unique Binding Model


3.1 Key Questions


The early observations discussed above and the lack of a
harmonious binding model evoked several key questions:
a) What is the role of electrostatic interactions in RNA±amino-


glycoside binding? b) Can a general recognition model for
RNA± aminoglycoside binding be formulated? c) What is the
RNA selectivity of aminoglycoside antibiotics? Do they bind
other RNA targets? d) Can multiple binding sites for amino-
glycosides be found on RNA molecules? To address these
questions, we have selected RNA targets and examined their
interactions with systematically modified aminoglycoside deriv-
atives.[31]


3.2 The Hammerhead Ribozyme: A Model RNA Target


RNA enzymes (ribozymes) provide unique opportunities to
correlate RNA structure and function. Valuable information
regarding RNA± ligand interactions can be obtained from
analyzing ribozyme inhibition by exogenous molecules. These
considerations prompted us to choose the hammerhead
ribozyme (HH), one of the best-characterized RNA enzymes,[32±34]


as our first RNA target (Figure 2). A wealth of information
regarding its conserved base requirements, kinetics, mecha-
nisms, and structure was available.[35±38] Additionally, Uhlenbeck
and co-workers showed that aminoglycoside antibiotics interact
preferentially with the enzyme± substrate complex of the
ribozyme and inhibit the cleavage step.[39, 40] This turned the
HH ribozyme into a useful assay in our hands, as RNA affinity
could be deduced by measuring the effect of synthetic ligands
on the ribozyme's cleavage kinetics.[41]


3.3 Deoxygenated Tobramycin Derivatives and Electrostatic
Interactions


The recurrent higher RNA affinity of tobramycin relative to
kanamycin B attracted our attention. To shed light on this
observation we systematically deoxygenated tobramycin and
evaluated the effect of the modified analogues on the inhibi-
tion of the hammerhead ribozyme (Figure 3a).[42] Certain deoxy-
genated derivatives (for example, 4�-, 2��-, and 4��-deoxytobra-
mycin) are better HH inhibitors than tobramycin. In contrast, the
6��-deoxy derivative is a poorer HH inhibitor. These results
indicate that higher inhibitory activity is observed when a
hydroxy group proximal to an amine group is removed. We have


Figure 2. The hammerhead ribozyme and its cleavage reaction.
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Figure 3. Structure and hammerhead inhibitory activity of : a) deoxytobramycin
derivatives[42] and b) selected examples of amino-aminoglycosides.[45] Relative
cleavage rates (normalized to that induced by tobramycin) are given. Note that
higher numbers reflect lower inhibitory effect.


proposed that altering the basicity of the amino groups by the
removal of their neighboring hydroxy group affects the overall
charge of the modified analogues and their RNA binding
capability (for example, the pKa value of CH3CH2NH3


� is 10.7
while that of HOCH2CH2NH3


� is 9.5).[42] Thus, the appropriately
deoxygenated aminoglycoside derivatives possess a higher
overall positive charge at a given pH value relative to their
parent natural product. These data provided strong experimen-
tal support for the critical role of electrostatic interactions in
RNA± aminoglycoside binding. This study also revealed the
interplay between hydroxy and their neighboring ammonium
groups, and clarified previously unexplained trends among the
naturally occurring aminoglycosides in their ability to bind
various RNA targets.


Ribozyme-mediated cleavage experiments are typically car-
ried out at neutral to slightly basic pH values. One may wonder
why modulating the pKa value of the ammonium groups by even
one pKa unit should matter under such conditions. It is important
to recognize that the ammonium groups present on the
antibiotics possess a wide range of pKa values (from 5.7 to about
8.8).[43] While the aminoglycosides are predominantly protonat-
ed at physiological pH values, the abundance of ammonium
groups with pKa values close to 7.0 implies that RNA binding of
such derivatives is heavily dependent on the pH value.[44] Fine
modulation of the basicity of the ammonium groups can


therefore have a significant impact on the overall charge of an
aminoglycoside derivative, and hence on its RNA affinity.


3.4 ™Amino-aminoglycosides∫ Suggest a Binding Model


To further clarify the key role of electrostatic interactions in
RNA± aminoglycoside binding, we designed and synthesized a
series of ™amino-aminoglycosides∫, in which selected hydroxy
groups were converted into amino groups.[45] We demonstrated
that adding an amino group to aminoglycosides dramatically
increases their RNA binding affinity (Figure 3b). This observation
led to the first aminoglycoside derivatives with hammerhead
ribozyme inhibitory activity that surpasses any natural product.


While the enhanced RNA affinity of the amino-aminoglyco-
sides is, in retrospect, not too surprising, the observation that 6��-
amino-6��-deoxykanamycin A and kanamycin B have identical
ribozyme inhibitory activities was instrumental in advancing a
binding model. These isomeric derivatives differ only in the
nature of their substituents at positions 2� and 6��. The synthetic
derivative carries an amino and hydroxy group at positions 6��
and 2�, respectively, while in kanamycin B the two groups are
interchanged. Although the identical RNA affinity of these
derivatives may be coincidental, we felt these results held
important clues to the modes in which aminoglycosides bind
RNA. The study of models indicated that the positive charges
presented by the two isomeric aminoglycosides can nearly be
superimposed after rotation around an imaginary pseudo-C2 axis
going through positions 2 and 5 in the central 2-deoxystrept-
amine ring (Figure 4). Both derivatives can thus display a similar
three-dimensional array of ammonium groups and charge
densities toward the HH ribozyme.[45]


3.5 Surface Electrostatic Complementarity


This simple model building experiment led us to propose a
preliminary binding model in which defined, yet adaptable,
three-dimensional projection of positively charged ammonium
groups toward the negatively charged RNA surface is employed.
The high charge density of the aminoglycosides, together with
their unique structural features (namely, conformationally ™fixed∫
six-membered rings that can rotate around ™flexible∫ glycosidic
bonds) and the geometrical degeneracy of ammonium groups,
allow these compounds to favorably model themselves to match
the electrostatic requirements of the RNA surface.[45]


At about the same time, molecular dynamics simulations by
Hermann and Westhof uncovered striking complementarity
between interionic Mg2�-Mg2� distances in the HH ribozyme
structure and the intramolecular distances between the charged
ammonium groups on aminoglycosides.[46] Numerous solution
conformations of different aminoglycosides could successfully
be docked into the hammerhead fold in such a way that
ammonium groups of aminoglycosides occupied the Mg2�-
binding sites found in the RNA crystal structure. The covalently
linked array of ammonium groups thus complements the
negative electrostatic potential created by the RNA fold (Fig-
ure 5). The model emphasizes a three-dimensional electrostatic
complementarity rather than highly specific contacts between
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Figure 5. Structural electrostatic complementarity. Shown is a model of the
hammerhead ±neomycin B complex obtained by docking a solution conforma-
tion of the aminoglycoside with the crystal structure of the ribozyme. Light blue
spheres show the position of the Mg2� ions in the crystal structure and yellow
spheres depict the ammonium groups. A projection of charge densities (negative
in red, positive in blue) and field lines (yellow), which illustrate the gradient of the
electrostatic field, are also shown.[47]


aminoglycoside antibiotics and their RNA hosts. This model,
which deviates from the favorable ™lock-and-key∫ recognition so
common in biology, matched our experimental observations and
showed the aminoglycosides in a new light.[47]


3.6 Aminoglycosides: Promiscuous RNA Binders


While the work described so far has dealt with the binding of
aminoglycosides to the HH ribozyme, the recognition model
evoking surface electrostatic complementarity has much broad-
er implications.[48] Most importantly, it identifies aminoglycosides
as potentially promiscuous RNA binders as a result of their
remarkable ability to remodel themselves to fit the RNA fold. This
prompted us to explore the binding of aminoglycosides to other
RNA targets and to design dimeric aminoglycosides (for
example, Neo ±Neo) and aminoglycoside conjugates (for exam-
ple, Fe-EDTA-Neo) to probe the existence of multiple binding
sites on common RNA targets.[49, 50]


Since 10± 15% of the total cellular RNA is present as soluble
transfer RNA (tRNA) molecules, this family represents the most
abundant RNA competitor inside the cell. We therefore exam-
ined the binding of aminoglycoside antibiotics to tRNAPhe, one of
the best characterized tRNAs.[51] By using thermal denaturation
studies, inhibition of Pb2�-mediated cleavage, gel-mobility shift
assays, fluorescence spectroscopy, as well as chemical and
enzymatic footprinting we have established that aminoglyco-
sides do interact with yeast tRNAPhe. We identified putative


Figure 4. The identical inhibitory activity of 6��-amino-6��-deoxykanamycin A and kanamycin B suggested a possible RNA binding mode.[45] Minimized conformations
(Spartan) of the fully protonated 6��-amino-6��-deoxykanamycin A (right) and the rotated kanamycin B (left) show the similar position in three dimensions occupied by
the ammonium groups. Highlighted are the 6��- and 2�-positions in both aminoglycosides. Colored arrows provide a point of references to the 6��-position in both
derivatives.
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binding sites on tRNAPhe and concluded that these antibiotics are
likely to induce a conformational change in the biomolecule.[52]


Interestingly, a crystal structure determined several years
following our work confirmed our observations and revealed a
binding site for neomycin on tRNAPhe.[53]


By studying novel dimeric aminoglycosides we demonstrated
that RNA molecules are likely to have more than one binding site
for aminoglycosides. By using footprinting and affinity cleaving
techniques we were able to identify two putative aminoglyco-
side binding sites on the hammerhead ribozyme.[54] A thorough
biophysical study of the interactions between natural and
synthetic aminoglycoside derivatives with a truncated tetrahy-
mena ribozyme (a 388-nucleotide-long catalytically active RNA
molecule) has revealed the presence of multiple high-affinity
binding sites.[55]


Taken together, these studies have taught us that the
promiscuity of the aminoglycosides transpires at different levels.
These antibiotics can bind numerous RNA targets with similar,
albeit modest, affinity. Additionally, multiple binding sites on
RNA molecules are likely to coexist. These selectivity issues are
particularly important where future therapeutic applications of
RNA ligands are concerned. High concentrations of competing
RNA targets might scavenge potential RNA binders thus altering
their therapeutic window and causing adverse effects.


4. Beyond Aminoglycoside Antibiotics and
Ribozymes


4.1 Targeting Viral RNA Sequences


While aminoglycoside antibiotics bind RNA preferentially over
DNA and remain a useful lead for the design of new RNA binders,
they suffer from two major shortcomings: moderate affinity and
inadequate specificity. Their promiscuous binding to numerous
RNA targets raises concerns regarding their potential utility. We
therefore felt it was necessary to significantly expand the basic
empirical knowledge base of RNA± ligand interactions. Effective
ways for the rapid screening of small molecules for their RNA
affinity and selectivity became a necessity. Additionally, our
research program was ready for a switch from investigating
™model∫ RNA molecules to targeting RNA sequences of potential
therapeutic utility. Since the replication of various retroviruses
requires an ordered pattern of viral gene expression, we felt that
targeting viral RNA sites might lead to novel antiretroviral
therapy.


4.2 The HIV-1 Replication Cycle


The successful replication of HIV is an elaborate process that
involves the host's own cellular transcription and translation
machineries. A small number of protein ±RNA interactions that
are unique to HIV provide intriguing targets for potential
therapeutic intervention. To illustrate the key features, the
lifecycle of the virus is schematically shown in Figure 6 and
briefly summarized.[56, 57] Following cell adhesion, fusion, and
partial loss of capsid, the viral single-stranded RNA is reverse-
transcribed to the corresponding DNA and then integrated into
the host chromosome. For the infected cell to produce new HIV
particles, the viral DNA needs to be transcribed back into the
RNA genome, and the newly synthesized RNA must be
effectively exported from the nucleus into the cytoplasm.
Transcription is rather ineffective during the early stages of
replication and short viral RNA transcripts are formed. Addition-
ally, longer RNA transcripts become highly spliced. These
relatively short RNA sequences escape the nucleus and are
responsible for the expression of a number of viral regulatory
proteins, including Tat and Rev (Figure 6).[58] Tat translocates back
into the nucleus and binds to an HIV RNA site termed TAR, which
is located at the 5� end of the nascent viral transcripts. This key
event enhances the processivity of the polymerization reaction
and significantly increases the formation of the full-length viral
RNA.


HIV's late replication phase is initiated by the Rev protein and
its binding to the HIV RNA site termed the Rev response element
(RRE, Figure 7).[57, 59] The binding of Rev to a single high-affinity
site on stem IIB of the RRE is followed by association of
additional Rev molecules on the entire RRE. This key protein ±
RNA aggregation facilitates the export of HIV RNA out of the host
nucleus, while protecting it from the cell's splicing machinery
(Figure 6). The presence of viral RNA in the cytoplasm is, of
course, essential for the biosynthesis of the necessary viral
proteins as well as for packaging the complete viral genome in
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the new viroids. Successful inhibition of Rev ±RRE binding
should therefore halt HIV replication and prevent the production
of new viral particles. Such viral-specific RNA sequences
represent attractive, yet under-utilized, targets for drug design.
Since the RRE also serves as part of the coding sequence of the
envelope protein, its dual function is particularly appealing since
the development of drug-resistant variants may be prevented or
impeded.


4.3 A Novel Solid-Phase Assembly for Identifying Potent and
Selective RRE Ligands


To discover and analyze potent and specific Rev ±RRE inhibitors,
we developed a novel solid-phase RNA±protein assay.[60] It is
comprised of a biotinylated RRE that binds to beaded strepta-
vidin, and a fluorescently tagged Rev peptide (RevFl) that binds
to its high affinity site on the RRE (Figure 8). Importantly, RevFl
binds to the immobilized RRE with the same affinity as measured
in solution by fluorescence anisotropy (Kd� 3nM). Challenging


the immobilized fluorescent Rev ± RRE complex with potential
inhibitors and determining the amount of RevFl displaced
generates the necessary information regarding a ligand's affinity
(Figure 8a).[61] The strengths of this assay are its robustness and
reliable performance in the presence of large amounts of
competing nucleic acids. Re-evaluating the activity of each
inhibitor under such stringent conditions yields essential
information regarding the ligand's selectivity (Figure 8b).[61]


As part of the assay's validation process, we demonstrated its
capability to faithfully reproduce the known affinity and
selectivity trends among aminoglycoside antibiotics.[60] We also
illustrated the ability of this novel assembly to readily handle
binders that interfere with common biophysical assays (such as
fluorescence anisotropy). We have also established the potential
of the assay to assist in the discovery of new inhibitors of Rev ±
RRE binding. For example, backbone-cyclized peptides designed
to mimic the Arg-rich motif of the HIV-1 Tat protein have been
found to be potent RRE binders.[62] Eilatin-containing octahedral
RuII complexes have also been identified by the assay to be


Figure 6. The life cycle of HIV-1. Following adhesion, fusion, and partial loss of capsid, the viral single-stranded RNA genome is reverse-transcribed to the corresponding
double-stranded DNA that is then integrated into the host chromosome (red arrows). In early stages of viral replication, transcription is rather ineffective and short viral
RNA transcripts are formed. Additionally, longer RNA transcripts become highly spliced. These relatively short RNA sequences escape the nucleus and are responsible for
the expression of a number of viral regulatory proteins, including Tat and Rev (blue arrows). Note that both Tat and Rev possess nuclear localization signals (NLS). Tat
translocates into the nucleus and significantly increases the formation of the full-length viral RNA (blue arrows). HIV's late replication phase is initiated by the Rev protein
and its binding to the RRE HIV (green arrows). This key protein ± RNA recognition facilitates the export of HIV RNA out of the host nucleus, while protecting it from the
cell's splicing machinery. The presence of viral RNA in the cytoplasm facilitates the biosynthesis of the necessary viral proteins as well as the packaging of the complete
viral genomes in the new HIV particles (green arrows). (Figure courtesy of Dr. Weizman).
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Figure 7. a) The proposed secondary structure of the 66-nucleotide RRE core of
HIV-1 (the actual RRE is larger than 300 nucleotides long). The red nucleotides
represent the high affinity Rev recognition element. X represents either a
phosphate group (for binding studies in solution) or a biotin ± streptavidin linkage
to insoluble beads for a solid-phase assay (see Figure 8). b) Schematic
representation of the 116 amino acid Rev protein illustrating the relative location
of the nuclear localization signal (NLS) and nuclear export signal (NES) domains.
c) The fluorescently tagged RevFl utilized for evaluating Rev ± RRE binding (see
Figure 8).


competitive inhibitors of Rev ±RRE binding.[60] Experiments in
cells infected with HIV-1 demonstrated the ability of eilatin-
containing complexes to inhibit viral replication with IC50 values
of about 1 �M.[63] [Ru(bpy)2(™pre-eilatin∫)]2�, a complex containing
a nonplanar analogue of eilatin, and other metal complexes
lacking eilatin, display 10- to 100-fold lower anti-HIV activity. A
clear correlation has been observed between affinity and
selectivity to the RNA site of RRE with anti-HIV activity of the
metal complexes,[63] although the actual in vivo target has not
yet been identified.


4.4 RRE Binders with Improved Affinity and Selectivity


The NMR structure of the arginine-rich domain of Rev (Rev34-50)
bound to a minimalized RRE construct revealed purine ±purine
pairing (G48-G71 and G47-A73) and a bulged-out U72 residue
(see Figure 7).[64] As large purine ±purine surfaces and bulged-
out bases may constitute favored intercalation sites, we
postulated that appending an intercalator to aminoglycosides
might lead to novel binders with higher RRE binding affinity.
Indeed, potent RRE binders can be created by covalently linking
an intercalator to aminoglycosides. A neomycin ± acridine con-
jugate, trivially named neo-S-acridine, has an apparent Ki value of
3nM, which is approximately the same affinity as that of the Rev
peptide.[65] This conjugate is one of the strongest competitive
inhibitors of Rev ±RRE binding reported to date. Such conjugates
demonstrate that: a) small molecules can effectively interfere
with protein ±RNA interactions, b) synthetic ligands can achieve
very high RNA affinity, approaching that of the natural RNA-
binding domains on proteins, and c) the combination of differ-


ent binding modes (for example, ionic
and intercalation) is a powerful ap-
proach for enhancing the RNA affinity
of synthetic binders.


Neo-S-acridine avidly binds tRNA and
DNA and thus, as might be expected,
displays poor RRE selectivity.[66] Neo-N-
acridine, a neomycin ± acridine conju-
gate with a shorter linker between the
aminoglycoside and intercalator, has a
much better RRE selectivity.[66] Com-
pared to neomycin B, acridine conju-
gates based on tobramycin and kana-
mycin A have slightly lower RRE affinity,
but improved RRE specificity. Modulat-
ing the selectivity of aminoglycoside ±
intercalator conjugates can therefore
be accomplished by varying the length
of the linker and the identity of the
antibiotic.[66]


While slight structural alterations can,
in certain cases, improve RRE selectivity,
a better RNA-selective scaffold has be-
come a necessity. Inspiration came from
nature. Highly basic arginine-rich motifs
are key to the recognition and binding
of RNA by proteins.[67] Unlike ammonium


Figure 8. A novel solid-phase assay for the discovery and study of Rev ± RRE inhibitors.[60] a) ™Affinity assay∫:
ligands that compete with RevFl for RRE binding displace RevFl into solution. The amount of RevFl in solution (or
that remained bound to the solid support) is quantified. b) ™Selectivity assay∫: challenging the mixture with
potential competitors (such as tRNA or DNA) facilitates the assessment of ligand selectivity.
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groups, guanidinium groups are highly basic and planar, and are
capable of stacking as well as directed H-bonding interactions.
We hypothesized that RNA affinity and selectivity of amino-
glycoside-based ligands could be enhanced by replacing
ammonium with guanidinium groups. A new family of RNA
ligands, coined ™guanidinoglycosides∫, in which all the ammo-
nium groups of the natural aminoglycoside antibiotics were
converted into guanidinium groups, was then synthesized.[68, 69]


A substantial increase in RRE affinity was observed for all the
synthesized glycosides upon guanidinylation.[68] In general, RNA
specificity was significantly improved although it is dependent
on the total number of basic groups.[68] For example, guanidi-
nylation of paromomycin (five basic groups) increases its
selectivity for the RRE, while guanidinylation of neomycin (six
basic groups) diminishes its target selectivity. This observation


suggests that increasing the affinity above a certain threshold
may become detrimental to the ligand's RRE selectivity.[66]


Interestingly, guanidinylation does not change the specificity
of the glycosides for RNA over DNA.[68] This result implies that
structural features, rather than the identity of the basic group,
are the dominant factors in governing the preferential binding of
aminoglycosides to RNA.


A comparison of the RRE affinity of aminoglycosides to the
affinity exhibited by their guanidinylated analogues is enlight-
ening.[68] For example, kanamycin B displays a lower RRE affinity
compared to tobramycin (its 3�-deoxy derivative) although the
two antibiotics differ only by a single hydroxy group (see
Section 3.3). This finding is consistent with the ability of hydroxy
groups to lower the basicity of their neighboring amines, thus,
conferring a lower overall charge upon kanamycin B. In contrast,
the difference between kanamycin B and tobramycin is abol-
ished upon guanidinylation.[68] Since the pKa values of guanidi-
nium groups are substantially higher and far less plastic than
those of the ammonium groups found in aminoglycosides, the
neighboring hydroxy groups have minimal effect on the overall
charge possessed by the guanidinoglycosides at relevant
pH values.


Guanidinoglycosides may have potential applications as new
antiviral agents. Preliminary tests in HIV-infected cells have
demonstrated that guanidinoglycosides inhibit HIV replication
100-fold more effectively than their parent aminoglycosides.[69]


The antiviral activity of the guanidinylated derivatives may
therefore be related to their ability to interfere with the
formation of the essential Rev ±RRE complex and viral replica-
tion, however, this has not yet been verified. The higher antiviral
activity of the guanidinoglycosides may also be the result of
better cellular uptake and localization. Fluorescence-activated
cell sorting (FACS) and microscopy experiments show substantial
cellular uptake of labeled guanidinoglycosides but not of the
corresponding labeled aminoglycosides.[70] Interestingly, com-
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petition experiments between fluorescently tagged poly-Arg
peptides and guanidinoglycosides suggest a common pathway
responsible for the uptake of both families of guanidinium-rich
compounds.[70]


5. Summary and Outlook


The well-being of every cell is dependent upon carefully
regulated cellular processes. Proteins, the workhorse functional
molecules of the cell, efficiently execute most of these life-
maintaining events. Not unexpectedly, medicinal chemists have
traditionally targeted these biomolecules, typically with small
organic molecules capable of modulating their function.[71] As
our understanding of the multifaceted behavior of macro-
molecular communities within the cell advances, other biomo-
lecules are emerging as feasible therapeutic targets. Among
them, RNA is assuming a central place.


RNA molecules play key roles in numerous biological proc-
esses. Far from being a passive carrier of hereditary information,
the activity of RNA spans a broad spectrum, from regulating
gene expression to protein synthesis. In addition, RNA serves as a
primary genome of many pathogenic viruses. Small molecules
that specifically bind unique RNA sites and prevent the
formation of key RNA±protein complexes can modulate cell
functions and are likely to be of therapeutic potential.[72] RNA is,
however, a very dynamic and challenging target. Much remains
to be revealed as RNA slowly gains acceptance as a valid
therapeutic objective. Future advances in our understanding of
RNA folding, structure, and recognition as well as better
experimental and theoretical tools will assist our progress
towards deciphering the recognition of RNA by small molecules.
There is little doubt that, as RNA continues to reveal more of its
mysteries, new targets of therapeutic potential will emerge.


Aminoglycoside antibiotics have served the RNA community
initially as tools for studying the intricacies of ribosomal
function,[73, 74] and in more recent years as ™generic∫ RNA
binders.[30] Systematic synthetic modifications have taught us a
great deal about the nature of their interactions with RNA. Such
modifications have also illustrated how the affinity and selectiv-
ity of ligands toward selected targets, some of pharmaceutical
importance, can be tuned. Future use of rapid screening assays
to analyze modified aminoglycosides, aminoglycoside mimetics,
as well as new natural and diverse ™unnatural∫ compounds, will
continue to clarify the factors that govern RNA± ligand inter-
actions.


This minireview was written following the first scientific
meeting solely dedicated to RNA targeting.[75] In looking to the
future, it is intriguing to look back at previous conferences in
related fields. More than 35 years ago, Gale, in summarizing the
16th Symposium of the Society for General Microbiology at the
Royal Institution in London, stated: ™Antibiotics are selective
agents provided by nature for our enlightenment and we can
hope, from the study of their actions, not only to improve our
knowledge of the application of known principles, but also to
find new principles.∫[76] Gale's prophecy has materialized.
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Structural Insight Into Functional Aspects of
Ribosomal RNA Targeting
Ada Yonath*[a]


1. Introduction


Ribosomes are giant riboprotein assemblies that play the main
role in the translation of the genetic code into proteins. All
ribosomes consist of two subunits of unequal size with defined
tasks. The small ribosomal subunit is involved in the initiation of
the translation process, in choosing the translated frame, in
decoding the genetic message, and in controlling the fidelity of
codon ± anticodon interactions. The large subunit catalyzes the
formation of the peptide bond and gates the nascent chains by
channeling them through their dynamic exit tunnel.


Messenger RNA (mRNA) and tRNA carry the genetic informa-
tion and the amino acids, respectively. The ribosome possesses a
channel along which the mRNA chain progresses and three tRNA
binding sites, designated as A (aminoacyl), P (peptidyl), and E
(exit). All tRNA molecules are built primarily of double helices,
with an anticodon stem loop at one end and a single-stranded
CCA moiety on their other end. The amino acids to be
incorporated in the nascent proteins and the newly formed
polypeptide chains bind to the CCA end. The mRNA and the
anticodon loop of the tRNA molecules interact with the small
subunit, whereas the acceptor stem and the 3� end of the tRNA
molecules bind to the large subunit. Hence, each of the three
tRNA molecules is located on both subunits, which act in concert
during the elongation cycle in order to translocate the A- and
P-tRNA molecules together with the mRNA by precisely one
codon.


Recently obtained crystal structures of ribosomal particles
showed unambiguously that both ribosomal active sites, namely
the decoding and peptidyl transferase centers, consist exclu-
sively of ribosomal RNA (rRNA). As the primary actor in the
process of protein biosynthesis, the ribosomal RNA is targeted
by substrates, by nonribosomal factors participating in the
process, and by antibiotics and inhibitors. Many clinically
relevant antibiotics hamper ribosomal functions by binding
primarily to ribosomal RNA. Self-rRNA targeting plays a major
role in the creation of functional ribosomes. This article high-
lights recent advances in studies aimed at the understanding of
the molecular mechanisms that are triggered, accomplished, or
assisted by rRNA interactions.


2. Self-Targeting


Accurate positioning of the two ribosomal subunits relative to
each other is the key for the correct assembly of functionally
active ribosomes. Since the intersubunit interface is composed
mainly of rRNA; the intersubunit bridges formed upon the


association of the two subunits are also composed mainly of
rRNA. These bridges contribute significantly not only to the
maintenance of the associated ribosome, but also to its various
functions, as they possess inherent conformational mobility.
There are structural indications that in most cases the small
subunit components of the bridges preserve a similar confor-
mation in the bound and unbound states, whereas those
originating from the large subunit are inherently flexible.


The intersubunit bridge called B2a is located in the heart of
the ribosomal activity region. Its large subunit component,
helix H69 of the 23S RNA (numbering according to E. coli
throughout), is a highly flexible multitask feature.[1±3] In the
assembled Thermus thermophilus ribosome T70S it stretches out
towards the small subunit and interacts with both the A-site and
the P-site tRNA molecules.[4] In the unbound large subunit of
Deinococcus radiodurans D50S it is positioned on the subunit
interface in a distinctly different conformation and interacts with
neighboring RNA features[1] as well as with A-site tRNA mimics
(Figure 1a, b).[2] Similar to the large subunit feature of the
A-finger bridge which is built of helix H38, H69 is disordered in
the structure of the large ribosomal subunit from Haloarcula
marismortui H50S.[5]


It is likely that the ribosome benefits from the flexibility of H69
beyond its participation in intersubunit bridging.[2, 6, 7] Helix H69
and its extension, helix H70, originate near the peptidyl trans-
ferase center (PTC) in the large subunit, and reach the vicinity of
the decoding site in the small subunit. This bridge connects the
two ribosomal active sites and seems to be designed for
transmitting signals between them. Its proximity to both the A-
and the P-site tRNAs in the large subunit suggests that it may
also participate in translocation by assisting the shift of the A-site
tRNA acceptor stem into the P site. Helix H69 is also one of the
constituents of the upper side of PTC that makes crucial
contributions to the remote interactions that govern the precise
positioning and accurate orientation of the tRNA substrates.[2, 7]
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3. PTC Targeting


Crystal structures of complexes of T70S with three tRNA
molecules and of D50S with substrate analogues mimicking
the tRNA acceptor stem revealed that these tRNA helical features
interact extensively with the upper side of the PTC pocket.[2, 4]


Analysis of the binding modes of substrate analogues designed
to mimic specific tRNA regions of different sizes allowed the
assessment of the relative significance of their interactions with
the large ribosomal subunit.[2, 7] It was found that remote
interactions of the A-site tRNA acceptor stem with the upper
side of PTC (Figure 1c) dominate the precise positioning of its


Figure 1. Helix H69 and remote substrate positioning in the PTC. The docked A-
and P-site tRNAs, based on the structure of the complex of T70S ribosome with
three tRNA molecules,[4] are shown as ribbons in cyan and olive-green,
respectively. The tRNA mimic, made of 35 nucleotides representing the tRNA
acceptor stem,[2] is shown as red atoms. a) and b) show two views of the two
observed conformations of H69 in the assembled T70S[3, 7] and in the unbound
D50S.[1] The suggested stretching-out motion towards the small subunit active
site, as evident from (a) and (b), shows how the inherent mobility of helix H69 may
provide assistance to the translocation of the tRNA double-helical acceptor stem.
c) Left (main figure): The PTC and its vicinity; right (small figure): the intersubunit
face of the large subunit D50S. The upper side of PTC interacts intensively with the
tRNA acceptor stem and govern the correct placement and orientation of the
A-site RNA or its acceptor stem mimics, including the orientation of the tRNA
3� ends in the lower part of the PTC pocket, the site of formation of the peptide
bond. The yellow stars (within the PTC and on the intersubunit interface of the
large subunit) indicate the approximate location of the site of peptide-bond
formation. Right (small figure): A superposition of the locations of two substrate
analogues that do not interact with H69 in the upper part of the PTC. One of
these, INJN, is a short puromycin derivative (ACC-puromycin) bound to D50S.[2]


The second, 1FGO, is the lower part of an acceptor stem mimic bound to H50S.
The double-helical features of this mimic were not detected in the map since no
interactions could be made with H69, as this helix is disordered in the H50S
structure.[9] The various orientations at the active site indicate the PTC tolerance
and illustrate the major contributions of the remote interactions for the precise
positioning of the ribosomal substrates. d) Superposition of the different
conformations of several PTC nucleotides observed in different crystal forms. For
comparison, the superposition of the backbones of the same region is shown in
the insert. Color code: H50S is shown in purple. Cyan, blue, brown, and yellow are
H50S complexes, with Protein data bank accession codes: 1FGO, 1M90, 1FFZ, and
1 KQS, respectively. D50S is shown in gray, its complex with the acceptor stem
mimic in red, and with the short substrate ACCP in green.


aminoacylated 3� end in the lower end of the PTC, the site of
formation of the peptide bond.[2, 7] Remote placement of the
A-site 3� end of the tRNA seems to be designed to allow
variability in PTC binding, which is required to comply with the
ability of the ribosome to accommodate all of the amino acids,
namely reactants of significantly different chemical structures,
sizes, and shapes.


Ada Yonath pioneered ribosomal crys-
tallography and inspired the high-res-
olution structure determination of the
only cellular organelle so far exposed to
crystallographic studies. When she ini-
tiated ribosomal crystallography, much
doubt was expressed. Nevertheless, she
demonstrated the feasibility of riboso-
mal structure determination by push-
ing crystallography to its limits and by
the introduction of flash cryobiocrys-
tallography, an innovative method for
minimizing the extreme irradiation
sensitivity of biological crystals. This method became instanta-
nously the state-of-the art procedure and revolutionized structural
biology by enabling researchers to do projects considered impossible.
Among Prof. Yonath's unique achievements is the determination of
the functionally relevant high-resolution structures of both
ribosomal subunits. Since the ribosomal particles crystallized by
her were found to be suitable pathogen models, she deciphered the
modes of action of over a dozen antibiotics targeting the ribosome,
and unraveled the mechanisms of antibiotic selectivity and
resistance, thus paving the way for structural-based drug design.
Her studies are on ribosomal complexes with substrate analogues,
antibiotics, and factors. She deciphered the universal nature of
initiation of protein biosynthesis and the step governing the
selection of the correct frame to be translated, and revealed the
uniform mechanism of peptide-bond formation, translocation,
and the direction of nascent proteins into their exit tunnel. This
tunnel, detected by Prof. Yonath in the mid-eighties and con-
troversial for almost a decade, was assumed to be the passive path
taken by the protein chains. Recently, Prof. Yonath provided the
first high-resolution structural basis for the dynamic properties of
the tunnel and illuminated its gating and discrimination functions,
which indicate that the ribosome is not only a ribozyme translating
the genetic code, but is also involved in intracellular regulation
processes.
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The major contribution of the remote interactions to the
correct alignment of the tRNA substrates is demonstrated by the
finding that in the absence of these interactions, similar, but
distinctly different, PTC ± substrate binding modes are formed
(Figure 1c). Lack of remote interactions may be the result of the
disorder of H69, as observed in the H50S structure,[5, 9] or result
from the use of tRNA analogues that are too short to reach the
upper side of the PTC,[2, 9±11] where the components provide the
remote interactions reside.[2, 7] Importantly, substrate orientation
dictated by remote interactions leads to optimal stereochemistry
for the formation of a peptide bond,[2, 7] whereas binding
independent of remote directionality leads to orientations
requiring significant conformational rearrangements to partic-
ipate in formation of a peptide bond.[8]


The ability of the ribosome to bind a large range of
compounds, among them partially disordered substrate ana-
logues and compounds considered inaccurately reaction inter-
mediates,[8, 11] demonstrates the relative ease of binding of
mimics of the 3� end of tRNA. However, the mere binding of such
compounds does not imply that each of the bound compounds
can participate in protein production without undergoing minor
or major conformational rearrangements. The diversity of bind-
ing modes observed in the different crystal forms of the large
subunit is consistent with the variability in PTC conformations
observed in the different crystal forms,[1, 4](Figure 1d) despite the
high sequence conservation in PTC and indicates that the PTC
tolerates various orientations. Furthermore it hints at the
possible involvement of the PTC in the substrate reorganizations
required for the formation of peptide bonds by compounds
bound originally in a non- or semiproductive manner. Such
conformational rearrangements are bound to consume time,
hence rationalizing the relatively low rate of peptide bond
formation by short mimics such as puromycin derivatives.[8]


3.1 Spiral Rotation–The Dynamics of Substrate Targeting


Processivity of protein biosynthesis requires the fast and efficient
formation of a peptide bond accompanied by large-scale and
modest motions of ribosomal features[1, 2, 6, 12±14] that act in
concert to facilitate translocation. The immense contribution of
the ribosomal template to the correct positioning of the tRNA
molecules was discussed above. As argued below, and shown
previously,[2, 7] it appears that the ribosome also provides the
pattern, or the scaffold, for tRNA translocation.


The ribosome is basically an asymmetric particle. Yet, a
symmetry-related region (SRR) of a significant size (around 180
nucleotides; Figure 2a ± c), which relates the A- and the P-re-
gions of the PTC was revealed in all known structures of the large
ribosomal subunit.[1, 2, 4, 9±11] The 3� ends of the A- and the P-site
tRNA are two similar chemical moieties that have to face each
other to result in the proper stereochemistry of the formed
peptide bond. The necessity of offering two comparable
supportive environments in the PTC to host these two similar
reactants, justifies the existence of a region related by twofold
symmetry. The detection of a twofold symmetry even in H50S
complexes containing short or partially disordered substrate
analogues and inaccurate intermediates,[9] both of which require


additional rearrangements to participate in the formation of a
peptide bond,[8, 11] indicates the importance of the symmetry-
related binding in the PTC. Only a few outliners have been
detected within this region, among them the very flexible
universal nucleotide A2602, the base of which almost coincides
with the axis (Figure 2b, d). As described below, the significance
of the internal ribosomal symmetry expands beyond the mere
binding of the two 3� ends of the tRNA.


The twofold symmetry axis of the SRR is positioned close to
the PTC center, approximately midway between the A and the
P loops, and is directed into the tunnel (Figure 2e). It almost
overlaps with the bond connecting the double-helical features
of the A-site tRNA with its single-stranded 3� end, the moiety
carrying the amino acids. Analysis of the architecture of the PTC
by looking down the axis revealed an arched void with a width
sufficient to accommodate the 3� ends of the tRNA (Figure 2c)
which appears to be designed to have the exact pattern required
for the rotation of the 3� end of the A-site tRNA into the P site.
Consequently, the tRNA A- to P-site rotation is likely to involve
two independent, albeit correlated, motions: a shift of the
A-tRNA helical regions, performed as a part of the overall mRNA/
tRNA translocation, and a spiral rotation of the 3� end of the
tRNA, which creates favorable stereochemistry for the formation
of a peptide bond and seems to be performed in conjunction
with it.[2, 7]


The remarkable features of this design are the PTC walls. The
wall located farthest away from the subunit interface, called the
rear wall, forms the scaffold that guides and secures the rotary
motion. Two nucleotides of the opposite PTC wall anchor this
motion, thus confining the precise path and ensuring that the
rotating moiety, together with the aminoacylated A-site tRNA,
will have optimal stereochemistry for formation of a peptide
bond upon reaching the P site (Figure 2 f). While rotating, the
3� end of the A site slides along the backbone of two rear-wall
nucleotides and interacts with several rear-wall bases that point
inwards. The two universally conserved nucleotides anchoring
the motion from the front side of the PTC, A2602 and U2585,
bulge into the PTC center and do not obey the twofold
symmetry (Figure 2c, e). Within the PTC, A2602 is the base that
undergoes the largest conformational rearrangements upon
substrate or inhibitor binding, and superposition of all of its
known conformations revealed that it has a different orientation
in each of the known complexes of the large subunit (Figure 2d).
This striking conformational variability is consistent with the
unique role of A2602 in the tRNA hydrolysis of the peptidyl ±
ester bond during termination[15] and appears to be synchron-
ized with the rotatory motion. Consequently, we proposed that
nucleotide A2602 acts as a conformational switch within the PTC
by propeling the rotating moiety (Figure 2b, d), most likely in
concert with the action of helix H69–the feature that seems to
assist the shift of the tRNA acceptor stem at the subunit
interface.[3, 6]


The twofold symmetry relates to the backbone fold and
nucleotide orientation rather than to the nucleotide identity
(Figure 2a, b). Thus, despite the substantial conformational
variability of the PTC bases,[1, 3, 4] the overall symmetry of its
backbone is practically preserved in all the known structures
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Figure 2. The symmetry-related region and the rotatory motion. Except for (b), the symmetry-related regions as well as the observed A-site mimic and the derived P-site
are shown in blue and green, respectively. The twofold symmetry axis is shown by red dots or lines. a) Three views of the features related by symmetry. Upper left :
superposition of one half of the symmetry related region on its second half. Top right and bottom: perpendicular views of the entire region. The red circle embraces the
inner core of the region, at the PTC. A detailed view of this region is given in (b) and (c), each showing a projection down the twofold rotation axis within the core of the
symmetry-related region in D50S. In (b) symmetry related nucleotides are colored identically. Note that A2602 is located at the center, very close to the twofold axis. It
bulged out of the SRR region and does not obey the twofold symmetry. d) The various orientations, induced by substrate binding, of A2602. The substrates are named by
their PDB accession codes. Note the complementarity between the imaginary surface if the different A2602 orientations and that of the tRNA acceptor stem mimic.
c,e) Snapshots of the spiral motion from the A site (blue) to the P site (green), obtained by successive rotations of the rotating moiety by 15 � each around the twofold axis.
This rotation is represented by the transition from the A-site aminoacylated tRNA (in blue) to the P site (in green). In (c) note the pattern provided by the PTC for the exact
A�P rotatory motion. In (e) note that the support and precise guidance seems to be given by the PTC rear-wall nucleotides (in red) and the anchoring of the front
nucleotides A2602 (magenta) and U2585 (pink). f) The positions of the acceptor stem A-tRNA mimic and the derived P-site tRNA at the end of the rotatory motion. N is the
nucleophilic amine at the A site, and C is the carbonyl carbon atom at the P site.
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(Figure 1d). Deviations from the twofold symmetry, detected
mainly in bulged nucleotides, seem to be instrumental for
specific PTC tasks. One of these is the first rotatory motion, for
which the sole geometrical requirement is the binding of the
initial aminoacylated tRNA in the P site in the flipped orientation.
At this stage both the A and the P site are unoccupied, therefore,
the correct selection of the binding site as well as the binding
mode by the initiator tRNA is critical. Comparison of potential
interactions in the two PTC binding sites showed that, compared
to the A site, the P site contains an extra potential interaction
which can be exploited by a flipped 3� end of the tRNA, thus
indicating the preference for this mode of binding.


The specific locations and orientations of other deviations
from the twofold symmetry indicate their feasible contribution
to the inherent chirality of the proteins, to the irreversible
entrance of the nascent proteins into the tunnel (with the lower
P-site nucleotides residing at the entrance to the tunnel), to
translocation (for example, molecular switches), and for preserv-
ing productive PTC conformations. An intriguing example of the
latter task is the bulged out nucleotide G2250 in the P site that
interacts with the flexible loop of protein L16, the only protein
that is involved in the remote positioning of the A-site tRNA. It is
conceivable that its interaction with G2250 stabilizes the
favorable conformation of L16 loop, thus hinting at an interplay
between the P and the A sites within the PTC. Importantly,
among the nucleotides composing the P site, four are located
somewhat deeper in the PTC compared to the situation at the
A site, which implies there is a modest spiral nature to the
twofold axis.[2, 7] The outcome of this spiral motion is that a P-site
carbonyl carbon atom faces the A-site nucleophilic amine, and a
newly created peptidyl points into the tunnel.


The 3� end of the correctly placed aminoacylated tRNA
enables it to flip into the P site without any significant
conformational alterations. Indeed, the entire rotatory motion
could be simulated without any steric hindrances or space
constrains. Importantly, the interactions of the PTC with both the
A-site tRNA and the derived P-site tRNA are consistent with most
of the available biochemical, cross-linking, and footprinting
data.[16±18] In contrast, simulation studies showed that all
substrate analogues that were not positioned by remote
interaction[2, 9±11] could not be rotated through the curved PTC
rotatory motion pattern without clashes with its walls.[2, 7]


We have previously suggested that the spiral rotatory motion
is the key component of unified ribosomal mechanism for
peptide-bond formation, translocation, and nascent protein
progression.[2, 7] This integrated ribosomal machinery indicates
spontaneous formation of a peptide bond concurrent with the
movement of the A-tRNA acceptor stem into the P site,[18] and is
consistent with the suggestion that the main task of the
ribosome in catalyzing peptidyl transferase activity is the
provision of the framework for precise positioning of the tRNA
molecules.[1, 2, 7, 19±21] Noteworthy is the SRR architecture: it
consists of three semicircular shells, positioned between the
two lateral protuberances of the large ribosomal subunit.[7] Only
17 out of the 90 nucleotide couples of the SRR belong to its inner
core (Figure 2a, b) and these reside within the PTC or in its
immediate neighborhood. The extension of the SRR beyond the


PTC seems to play a role in amplifying the stabilization of its
functional core and may be linked to signaling between the
incoming and leaving tRNA molecules.[7]


The detection of similar symmetry-related regions in all known
structures of the large subunit, the high conservation of most of
the nucleotides belonging to it, the pattern designed for the
spiral rotation, the ensured entrance of the nascent proteins into
the ribosomal exit tunnel, the possible mediation of signals
between functionally relevant remote locations, and the result-
ing stereochemistry suitable for peptide-bond formation are
consistent with the universality of the proposed unified
mechanism.


3.2 Targeted Peptide-Bond Formation


The guidance provided by the PTC to the rotatory moiety
positions it into an orientation and at a distance suitable for
peptide-bond formation. Thus, at the end of the spiral rotation,
the carbonyl carbon atom of the peptidyl tRNA is positioned in a
stereochemistry suitable for nucleophilic attack by the A-site
primary amine of the aminoacylated tRNA (Figure 2 f). This attack
should readily occur at the pH value (7.8 ± 8) within the D50S
crystals,[1] which is an optimal pH value for protein biosynthesis
in almost all species, including E. coli and H. marismortui.[16, 22±26]


Nucleophilic attack generates a tetrahedral oxyanion inter-
mediate, which is followed by SP2�SP3 reorganization and a
transfer of a hydrogen atom to the leaving group. The
simultaneous rotatory motion results in the entrance of the
3� end of the A-site tRNA into the P site, thus guaranteeing the
release of the P-site leaving group and ensuring the processivity
of protein biosynthesis. According to this mechanism, no PTC
ribosomal components are required during the entire process
for the actual chemical events associated with formation of a
peptide bond. They do provide, however, an elaborate frame-
work for accurate substrate positioning and for smooth sub-
strate motions. Nevertheless, selected PTC components may
play a critical role in the stabilization of reaction intermediates.
They may also contribute to cell vitality by influencing the
reaction rate.[27]


Apart from GTPase hydrolysis, peptide-bond formation is
considered to be a fast reaction compared to other steps of
protein biosynthesis.[28] This step seems to carry the entire
protein biosynthesis process forward, including codon ± antico-
don recognition in the small subunit, the GTPase activation, and
accommodation of the the A-site tRNA in the large subunit. It is
conceivable, therefore, that the degenerate framework resulting
from the twofold symmetry has a central dynamic role. Once the
incoming tRNA is positioned in the PTC in a favorable
conformation, which is dictated by this framework, it only has
to rotate into the second part of the framework. Saving
reorganization time is crucial for fast reaction rates and may
enable conversion of the equilibrium of the chemical reaction to
proceed toward formation of a peptide bond. An additional
benefit of the twofold symmetry is the alternating directions of
the side chains incorporated into the nascent peptide that
should minimize steric hindrances.
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The location of the PTC in a protein-free environment;[1, 2, 5, 9]


the experiments showing that the ribosomal RNA has peptidyl
transferase activity;[24] and the immense knowledge of mecha-
nisms of enzymatic catalysis led to a hypothesis that the
ribosome catalyzes the formation of a peptide bond by a
mechanism resembling the reverse mode of action of serine
proteases.[9] This hypothesis was based on the crystal structure of
H50S and of its complexes with either a partially disordered tRNA
mimic or a compound presumed to resemble a reaction
intermediate,[9] but this was shown later to present an inaccurate
picture of this state.[8, 11] According to this hypothesis specific
PTC nucleotides participate in the actual nucleophilic attack and
provide stabilization of the oxyanion intermediate.


Evidence obtained from a battery of functional, biochemical,
and mutational experiments led to considerable doubt.[21, 25, 29, 30]


The uncertainties concerning the proposed mechanism were
later verified by crystallographic analyses of additional structures
of complexes of the same ribosomal subunit, H50S. Although the
later experiments were performed under conditions almost
identical to those of the original studies, they yielded radically
different results. Thus, A2451, the base originally suggested to be
the main player in the proposed mechanism, was found to point
away from the proposed location of the oxyanion intermedi-
ate,[8, 11] and is thus unlikely to perform its originally assigned
tasks. Moreover, these results show unambiguously that the
catalytic role of the ribosome is the precise alignment of the
reactants,[8] and that there is no ground for the expectation that
a common enzymatic mechanism for the hydrolysis of the
peptide bond will resemble its intricate and complicated
synthesis.


Remarkably, five different H50S complexes[8, 9±11, 31] were
needed to substantiate the conclusion evident by mere
inspection of the D50S structure,[1] which was later verified by
a single functional complex.[2] Importantly, the D50S complexes
differ from all of the H50S complexes in that helix H69 is fully
ordered in the D50S crystals,[1] and thus can provide the remote
interactions vital for correct substrate positioning,[2] which is in
contrast to the disorder seen in the H50S structure.[5] The
inherent discrepancies between the various modes of substrate
positioning in H50S crystals and the finding that all of the
binding modes observed in H50S complexes require conforma-
tional arrangements, question the functional relevance of H50S
crystals and their likelihood to lead to the elucidation of the
mechanism of peptide-bond formation. It has been argued that
compounds different from those used originally will present
more accurate pictures of the reaction.[8] However, the finding
that all substrate analogues, even that which mimicks the tRNA
acceptor stem and is similar to the compound used in D50S
studies,[2] bind to H50S but that all require conformational
rearrangement to obtain a proper peptide-bond stereochemis-
try[8] challenge these expectations.


It is conceivable that the mode of analogue binding is
influenced by the functional state of the crystalline H50S
particles. Correlation between the ribosomal functional state
and the conformation of its PTC has been suggested on the basis
of biochemical evidence.[22] Similarly, the disorder of almost all of
the functionally relevant features in the H50S crystal structure[5]


could be correlated to the deviations in the environment within
the H50S crystals from the conditions required for efficient
protein biosynthesis. Thus, not only is the concentration of the
salts about half of the required concentration for high functional
productivity, but the pH value is also far from the optimum for
protein synthesis.[8]


The results of a fragment reaction performed within the H50S
crystals support the concern about the suitability of H50S. This
reaction led to the dipeptide product CCA-puromycin-phenyl-
alanine-caproic acid-biotin, which did not pass to the P site,[10]


thus suggesting that the A-�P-site rotation follows formation of
the peptide bond. Such a sequence of events is bound to be
impractical since it implies considerable conformational rear-
rangements of the nascent chain within the rather narrow exit
tunnel of the protein, which is extremely costly energetically and
exceedingly space consuming. Thus, each time a peptide bond is
formed, the nascent polypeptide chain has either to rotate by
180 � or to compensate for such a twofold rotation by conforma-
tional changes of individual main chain bonds of the protein, a
necessity that rules out the incorporation of rigid or bulky amino
acids, such as proline, histidine, and tryptophane. The formation
of a dipeptide within the H50S crystals that stayed at the A site
instead of passing to the P site indicates that the formation of a
single bond may or may not represent the mechanisms involved
in the creation of proteins, and further demonstrated the ability
of the PTC to tolerate situations that may not lead to the
production of a polypeptide chain.


4. Destructive rRNA Targeting


Antibiotics are natural or man-made compounds that are
designed to interfere with bacterial metabolism or eliminate
bacteria by inhibiting fundamental cell processes. As a central
element of the cell cycle, the ribosome is one of the main targets
for a broad range of structurally diverse antibiotics that
efficiently inhibit different ribosomal functions. The binding
sites of over a dozen antibiotics in the large ribosomal subunit
were located unambiguously by determining the structures of
their complexes with D50S. It was found that all of the antibiotics
interact almost exclusively with the rRNA, and although the
ribosome theoretically offers multiple opportunities for the
binding of these small compounds, practically all of the known
drugs utilize only a single or only a few sites.


4.1 Inhibitory PTC Targeting


Several clinically relevant antibiotics exert their effects by direct
interactions with the PTC. These include chloramphenicol, which
interferes with A-site tRNA binding by occupying the position of
the amino acid attached to it, and the lincosamide clindamycin,
which interacts with both the A and the P site within the PTC,
thus preventing peptide-bond formation.[32]


Puromycin and sparsomycin are universal inhibitors of protein
biosynthesis that were found to be extremely valuable for the
understanding of the mechanism of protein biosynthesis,
although they have almost no therapeutical relevance. Puromy-
cin targets the PTC A site since its structure resembles the
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3� terminus of aminoacyl-tRNA. In the presence of an active
donor substrate puromycin can form a peptide bond,[33] and
hence it is commonly used in functional studies. It is the
substrate of choice for the fragment reaction, and its derivatives
have been exploited in most of the crystallographic studies
described above.


Sparsomycin has a high activity on all cell types, but despite its
universality, the binding affinities of sparsomycin differ in
different kingdoms.[34] Although sparsomycin does not compet-
itively inhibit substrate binding to the A site, A-site inhibitors,
such as chloramphenicol, compete with it for binding to
bacterial ribosomes.[35, 36] Analysis of the structure of sparsomy-
cin complexed with D50S showed that it forms stacking
interactions with the base of A2602 which is consistent with
previous biochemical results.[37] It inhibits peptidyl transferase
activity by altering the conformations of both the A and the
P loops, thus rationalizing previous controversies. Its dramatic
influence on the PTC conformation is a result of its binding to the
highly conserved base A2602, a nucleotide that possesses
exceptional mobility and is strategically located between the A
and the P sites in the PTC (Figure 2b ± d).[2]


4.2 Targeting the Ribosomal Tunnel


Once produced, the nascent proteins emerge out of ribosomes
through the tunnel adjacent to the PTC. This tunnel is the
preferred target of a large number of antimicrobial drugs from
the macrolide family, which ranks as the highest in clinical usage.
All of the macrolides studied so far bind close to the entrance of
the ribosomal exit tunnel, at a distance from the PTC that
permits the formation of a polypeptide chain of 5 ± 6 amino acids
before reaching the drug. All macrolides block the exit tunnel,
but their binding modes, their exact positions, and their precise
inhibitory mechanisms may vary significantly.[32, 38±41]


All macrolides possess a central lactone ring which is built of
12 ± 22 atoms to which at least one sugar moiety, called desos-
amine, is bound (Figure 3a). Erythromycin, the ™father∫ of the
macrolide family, as well as clarithromycin and roxithromycin,
which are improved versions of erythromycin designed to gain
stability in acid environments and to have a broad spectrum of
activity, bind to the tunnel in a similar way.[32, 39]


All three have a 14-membered lactone ring and all interact
exclusively with the ribosomal rRNA. The crystallographically
observed interactions of the macrolides desosamine sugar with
nucleotide A2058 (Figure 3a) are consistent with their biochem-
ical assignment as the key determinant for the binding of 14-
membered-ring macrolides.[42] The observed interactions of
A2508 with the macrolides clarify the mechanism of clinical
pathogens acquiring drug resistance by A�G substitution or by
the methylation of A2508.[43] These interactions also clarify why
the replacement of the common prokaryotic adenine by
guanine, the typical eukaryotic moiety in this position, acquires
selectivity to 14-membered macrolides.


The 15 and 16-membered-ring macrolides bind, under special
conditions, to ribosomes with guanine in position 2058. H50S
possesses a guanine residue in position 2058, hence, in this
critical aspect, the archaeon H. marismortui resembles eukar-


yotes more than prokaryotes. By soaking H50S crystals in
solutions containing extremely high concentrations of anti-
biotics, a few macrolides belonging to the 15- and 16-
membered-ring macrolide families could be bound to them.[44]


However, the binding mode of azithromycin to the archaeal
H50S differs significantly from that observed for it's binding to
the eubacterial D50S.[38] In D50S, azithromycin lies almost
perpendicular to the long axis of the tunnel and almost
completely blocks it, similar to all other D50S complexes of
clinically relevant macrolides, ketolides, and azalides so far
studied.[32, 38, 40, 41] In H50S, however, the azithromycin-binding
mode leaves a relatively large unoccupied space within the
tunnel (Figure 3b), thus justifying the usage of this drug for
treating mammals possessing guanine in position 2058.


The superior ability of bacteria to rapidly acquire antibiotic
resistance has become a major handicap in modern medicine
and stimulated the search for improved drugs. The recently
developed ketolides and the azalides have improved pharma-
cokinetics and enhanced activity against certain macrolide-
resistant pathogens. The binding modes of representatives of
this group, observed in D50S crystals, show that these newly
developed drugs are capable of creating intensive contacts with
additional RNA components, and it was suggested that these
interactions may compensate for the lose of the contacts with
position 2058 (Figure 3a, c). Various mechanisms for enhancing
the binding of these antibiotics were observed. Azithromycin
binds cooperatively to two sites within the exit tunnel, and the
ketolides ABT-773 and telithromycin reach the other side of the
tunnel wall, thus contacting RNA features positioned at a large
sequence distance.[38, 40]


An outstanding binding mode has been observed for
troleandomycin (TAO), a semisynthetic derivative of erythromy-
cin that has a modest clinical relevance because of the toxicity of
its metabolites. All the moieties capable of participating in
hydrogen bonding in TAO are either methylated or acetylated.
Nevertheless, it binds close to the tunnel entrance and exploits
the binding site favored by macrolides, the vicinity of A2058,
albeit by making different contacts (Figure 3d).[41] Compared to
erythromycin, TAO binds somewhat deeper in the tunnel and its
lactone ring is almost parallel to the tunnel wall. In contrast to
other macrolides that interact exclusively with the rRNA, TAO
interacts with the ribosomal protein L32 and causes cross-tunnel
swinging of the entire tip of the beta-hairpin of protein L22
(Figure 3d, e).[41] Protein L22 has an intrinsic elongated shape[45]


and it lines the tunnel wall, extending from the tunnel entrance
to the vicinity of its opening (Figure 3e).


The ribosomal exit tunnel, detected first in the 1980s,[46, 47] was
assumed to be a passive path for nascent proteins.[9] However,
structural insight into the involvement of ribosomes in the
regulation of intracellular co-translational processes was pro-
vided recently by crystallographic studies that revealed the
conformational mobility of the tunnel.[41] Importantly, the
crystallographically observed alterations in the conformations
of the tunnel could be correlated not only with the structures of
antibiotic-resistant mutations,[48, 49] but also with tunnel partic-
ipation in gating and sequence discrimination.[50±57] Examples are
the secretion monitor (secM) protein[53, 55] and the leader peptide







Ribosomal RNA Targeting


ChemBioChem 2003, 4, 1008 ± 1017 www.chembiochem.org ¹ 2003 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 1015


of E. coli tryptophanase (tnaC) operon.[56] The secM protein,
produced in conjunction with a protein export system that
recognizes an export signal, includes a sequence motif that


causes elongation arrest in the absence of the protein export
system. This sequence is located about 150 residues away form
the protein N terminus, and within it, separated by 12 residues,


Figure 3. Antibiotic action and tunnel gating. D50S RNA is shown as gray ribbons. The tip of the beta-hairpin of protein L22 at its native conformation is shown in cyan,
and the swung conformation in magenta. The insert shows the chemical formulas of erythromycin, ABT 773, and telithromycin. a) A view into the tunnel, with the
structures a several macrolides and ketolides superimposed on each other, each colored differently. Base 2508 is highlighted in magenta. b) Superposition of the binding
modes of azithromycin to H50S[44] and to D50S.[38] c) The binding modes of two ketolides showing their interactions with additional sites compared to the macrolides,
thus explaining their action on several macrolide resistant strains. d) Top: A view along the tunnel showing the positions of erythromycin and TAO and the locations of
the L22 hairpin tip in its native and swung conformations. The pink and the green patches indicate protein and RNA regions where mutations relieving arrest were
localized.[55] Bottom: The same view but with a modeled polypeptide chain in extended conformation[41] (shown in blue), with the crucial tryptophane highlighted in red.
The entire arrest sequence is given below. e) The location of protein L22 within the large ribosomal subunit from the top of the tunnel and along its side. P-site tRNA is
shown in green. All known conformations of protein L22 are superposed in the middle, including the free protein[45] and its erythromycin resistant mutant.[57] Note the
similarity of these structures, except for at the tip of the hairpin region.
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are the main features that trigger elongation arrest : a proline
and a tryptophane residue (Figure 3d, e). Specific mutations in
ribosomal protein L22 and in the regions involved in tunnel-wall
interactions of the swung conformation of the hairpin tip of L22,
similar to those conferring resistance to erythromycin,[49] were
shown to by-pass the elongation arrest.[55] We therefore
suggested that a similar swing of the hairpin tip of L22 is
exploited for tunnel gating, and that protein L22 together with
the already-formed portion of the nascent chain are involved in
transmitting signals from the environment into the ribosomal
core.[41]


5. Conclusions


Comparative analysis of the crystal structures of ribosomal
particles revealed a sizable symmetry-related region with a
stunning architectural design within the otherwise asymmetric
ribosome. A unified machinery that integrates peptide-bond
formation, translocation, and nascent protein progression was
proposed based on the observed remote interactions that
govern the precise positioning of the tRNA molecules; on the
overlap of the symmetry rotation axis identified in the middle of
the PTC with the bond connecting the single-stranded 3� end of
tRNA with its acceptor stem; on the arched void in PTC that
forms a scaffold guiding the A- to the P-site motion between the
tRNA rotating moiety and the PTC rear wall.


According to this unified machinery, PTC structural elements
guide the A�P motion of the 3� end of the tRNA by a spiral
rotatory motion, which leads to an optimal stereochemistry for
formation of a peptide bond and thus enabling the creation of
the peptide bonds in conjunction with it. An important
component of the unified machinery is the spiral nature of the
rotatory motion, which ensures the entrance of newly formed
polypeptides into the exit tunnel.


This unified machinery implies that the main catalytic
contributions of the ribosome are the provision of an elaborate
framework for the alignment of the tRNA molecules at an
orientation allowing for spontaneous creation of the peptide
bond and the provision of the exact path, thus guiding the
translocation of the 3� end of tRNA. The identification of a
twofold symmetry in all the known structures of the large
subunit, the high conservation of most nucleotides belonging to
the inner symmetry related region, the ensured entrance of
nascent proteins into the ribosomal exit tunnel, the possible
mediation of signal transmissions between the incoming and the
leaving tRNA molecules, and the creation of orientation suitable
for peptide-bond formation indicate the universality of this
unified machinery.
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RNA as a Drug Target: The Case of
Aminoglycosides
Quentin Vicens[a, b] and Eric Westhof*[a]


1. Introduction


Proteins are essential for the viability of any living cell. Therefore,
it is no surprise that the ribosome–a synthesis machine of
�2.3 MDa molecular weight formed by 3 long RNA chains and
about 55 proteins–is the target of half of the antibiotics
characterized thus far.[1, 2] For 40 years, microbiological, pharma-
cological, and biochemical data have helped to decipher the
mechanisms of action of various antibiotics, by providing clues
about their binding sites (that is, through footprinting experi-
ments[3] and identification of mutations[4] ) and their mechanisms
of action (that is, by kinetic measurements[5] ). A critical advance
in the understanding of these mechanisms has recently been
made with the resolutions of the crystal structures of bacterial
ribosomal particles complexed to several classes of protein
synthesis inhibitors.[6±11] These structures definitively show that
antibiotics predominantly target ribosomal RNA molecules,
rather than ribosomal proteins. Each crystal structure of the
same particle bound to various antibiotics, partners, and
cofactors implicated in the protein synthesis provides a snapshot
of the inhibitory process at the molecular level. When assem-
bled, these individual pictures help to reconstruct the whole
course of action and indirectly improve our understanding of the
protein synthesis process. Crystal structures have also been
solved for an isolated domain of the ribosome in complex with
several antibiotics from the aminoglycoside family.[12±14] The
comparative analyses of these high-resolution structures aided
in deciphering the contribution of each antibiotic functional
group to the binding and offered a molecular basis to some
resistance and toxicity mechanisms.[15]


The present Minireview will focus on the interactions between
aminoglycosides and the 16S ribosomal RNA (rRNA). It will
(1) summarize the challenges small molecules must face to
target RNA, (2) describe the molecular recognition between
rRNA and aminoglycosides as well as the mechanism of action of
aminoglycoside antibiotics, (3) discuss how strategies aimed at
overcoming resistance due to RNA modifications or mutations
need to cope with toxicity, and (4) stress the advantages of
targeting RNA molecular switches, whose recurrence is now
revealed in various RNA molecules.


2. RNA as a Drug Target


On the basis of its chemical structure, RNA does not appear to be
a very promising drug target: It is made of only four different,
planar bases and every nucleotide is negatively charged.[16] On
the other hand, one can argue that the intricate architectures


that RNA molecules can adopt lead to the formation of pockets
and cavities where shape-specific rather than sequence-specific
binding could be achieved.[17] Several observations then come to
mind:
1) The formation of RNA cavities necessitates a close proximity of
phosphate groups, which leads to a heightened importance of
electrostatic forces and the roles of tightly bound water
molecules and ions, especially the divalent magnesium ions,
which can be partly dehydrated.
2) The formation of pockets or enlarged grooves requires the
presence of non-Watson ±Crick pairs and bulged residues. The
optimist will stress the fact that function arises through the
assembly of existing RNA motifs, which are clearly diverse in
architecture.[18] Furthermore, although most of the energy
content of a given folded RNA is contained in the secondary
structure consisting of regular double-stranded helices, the free
energy content of a three-dimensional RNA fold is, as in proteins,
between�5 and�10 kcalmol�1. Thus, a binding constant in the
nanomolar range–which can be achieved for a small mole-
cule–is able to compete with the final steps of RNA folding.
However, the pessimist will remark that it is becoming apparent
that the number of ways of embedding non-Watson ±Crick pairs
within helices is limited, which leads to a rather restricted
number of RNA motifs that could be chosen as potential
targets.[19] Strikingly, RNA motifs appear to be like Russian dolls,
with smaller motifs associated into larger motifs.[20]


Structurally, the antibiotics target different regions of RNA
molecules in the ribosome. They bind in the shallow groove
(spectinomycin)[7] or the deep groove (hygromycin B)[6] of a helix,
at a three-adenine bulge (aminoglycosides),[7, 12] or in the exit
tunnel of the nascent polypeptide chain (macrolides).[9, 11] Addi-
tionally, they interact in many ways with RNA, as shown in
Figure 1: (1) only with phosphate groups (streptomycin),[7]
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Figure 1. Diversity of antibiotic binding modes to the ribosome. The drugs
displayed are streptomycin (Protein Databank (PDB) no. : 1FJG), hygromycin B
(PDB no.: 1HNZ), paromomycin (PDB no. :1FJG), and tetracycline (PDB no.: 1I97).
Antibiotics are shown as ball-and-stick representations colored by atom type (C�
cyan, O� red, N� dark blue) ; nucleotides, amino acids, and magnesium ions are
shown in grey, red, and green, respectively.


(2) mainly with bases (hygromycin B, spectinomycin),[6, 7] (3) with
a mixture of both (paromomycin, tobramycin),[7, 12, 13] (4) through
magnesium ions (tetracycline, chloramphenicol, sparsomy-
cin)[10, 11, 21] or a protein side chain (streptomycin).[7] The anti-
biotics can mimic base stacking (pactamycin)[6] or form pseudo
base-pairing interactions with ribosomal bases (blasticidin S,
paromomycin, and related aminoglycosides).[712, 13, 21]


Consequently, in addition to the fact that the protein synthesis
offers several functional steps that could be altered, the variety
of antibiotic binding sites and modes of action indicates that the
ribosome still constitutes a promising target for future inhib-
itors.[2] The discovery in the late 1990s of a new class of
antibiotics exhibiting a unique mechanism of action–the
oxazolidinones[22]–reinforced the confidence scientists have in
that perspective. In addition, many other RNA molecules have
been proposed to be potential targets for known antibiotics like
aminoglycosides and/or new semisynthetic drugs:[23±25] HIV
RNA,[26] RNase P,[27] group I introns,[28] and tmRNA.[29]


3. Mechanisms of Action of Aminoglycosides


Aminoglycoside antibiotics are oligosaccharides containing
several ammonium groups.[23, 30] Different subclasses are distin-
guished on the basis of their chemical structure and their
mechanism of action (Scheme 1).[31] Aminoglycosides belonging


Scheme 1. Chemical structures of representatives of four aminoglycoside
subclasses.


to the paromomycin and tobramycin subclasses interfere with
translation[32] by binding to the aminoacyl-transfer RNA (tRNA)
decoding site (A site) on the 16S rRNA.[3] Kinetic analyses showed
that, during decoding, a correct tRNA±messenger RNA (mRNA)
interaction induces a conformational change of the A site to
permit translation.[33] Aminoglycosides disturb the fidelity of this
selection step by stabilizing a similar conformation for near-
cognate complexes.[5, 34, 35] Additionally, aminoglycosides were
shown to inhibit translocation,[36] although the nature and the
relative importance of this effect remain to be understood.[37, 38]


Since aminoglycosides have been shown to bind in vitro to
various RNA molecules (see Section 2), it can be expected that
they interfere with various RNA-dependent regulation pathways
in vivo.[23±25] Many studies revealed that in order to be taken up
into the cells, aminoglycosides also interact with non-RNA
molecules, like the acidic phospholipids of the human epithelia
membrane,[39] and perturb the activities of many transmembrane
proteins, that is, the protein megalin,[40] several phospholipas-
es,[39] the Na�/K� ATPase,[41] and the oligopeptide binding
protein.[42] Consequently, depending on the cell type, these
various effects may contribute to the antibacterial action of
aminoglycosides, but might also stimulate toxicity in humans.
The detailed mechanism of action of aminoglycosides is
apparently a complex and delicate balance between several
processes.[25, 30, 43] However, binding of aminoglycosides to the
A site constitutes the key in their mode of action, since rRNA
point mutations that preclude aminoglycoside ±A site interac-
tions confer high-level resistance to aminoglycosides (see
Section 5).[44, 45]


Crystallographic structures of various 30S particle complexes
revealed the mechanism of action of aminoglycosides at the
ribosomal level with atomic details. During decoding, the A site
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changes its conformation from an ™off∫ conformation (A1492 and
A1493 are folded in the shallow groove of the A site) to an ™on∫
conformation (A1492 and A1493 fully bulge out from the
A site).[34, 46, 47] This conformational change is necessary to allow
A1492 and A1493 to specifically interact with the first two of the
three base pairs formed by the cognate codon:anticodon
interaction.[47] It also provokes the transition of the ribosome
from an open form to a closed form that is stabilized by contacts
involving the cognate tRNA and the ribosome.[34, 35] Aminoglyco-
sides lock the A site in the open conformation (Figure 1)[7] and by
doing so they also pay for a part of the energetic cost associated
with the tRNA-dependent ribosome closure.[34, 35] As a conse-
quence, the ribosome has lost its ability to discriminate cognate
versus noncognate tRNA±mRNA associations.[34, 47]


Small RNA oligonucleotides containing the A site isolated
from its natural environment were shown to bind aminoglyco-
sides similarly to the full ribosome.[48] Crystal structures of an
RNA double helix containing two A sites were solved in complex
with paromomycin, tobramycin, and geneticin.[12±14] They char-
acterized the binding mode of aminoglycosides at high reso-
lution: The puckered sugar ring I is inserted into the A-site helix
by stacking against a guanine residue and by forming two
hydrogen bonds to the Watson ±Crick sites of the universally
conserved A1408 (Figure 2). As was observed in the 30S particle,


Figure 2. Insertion of aminoglycosides into the rRNA. Above: Stereoview from
the shallow groove of the A site bound to paromomycin (gold; PDB no.: 1J7T),
tobramycin (cyan; PDB no.: 1LC4), and geneticin (magenta; PDB no. : 1MWL). The
superimposition is based on the common rings I and II. Adenine residue 1408 is
shown in bold. Solvent molecules and rings III and IV of the antibiotics are omitted
for clarity. Below: Detailed depiction of the hydrogen bonds involving ring I and
A1408.


this particular interaction helps to maintain residues A1492 and
A1493 in the bulged-out conformation that induces misread-
ing.[47] The conserved 2-deoxystreptamine ring (ring II) forms
similar hydrogen bonds in the three complexes, and its binding
is made possible by the adaptability created by the universally
conserved U1406:U1495 pair.[45] The additional rings contact
different nucleotides of the A site according to the substitution


type of ring II. One third of the total RNA± aminoglycoside
contacts were shown to be mediated by water molecules.[12, 15]


4. Roles of Positive Charges in the Driving
Force of Binding and of Water Molecules in
Accommodating Molecular Diversity


Early theoretical work showed that the driving force of binding
of the positively charged aminoglycosides to the negatively
charged RNA molecules is dominated by electrostatic interac-
tions and the displacement of cations from the RNA. It was then
suggested that some of the positively charged ammonium
groups would occupy magnesium-ion positions, located at
favorable sites in the global electrostatic environment.[49] The
recent crystal structures of several antibiotics bound to small
RNA oligonucleotides containing the A site[12±14] gave some
support to that suggestion. In all crystal structures, a conserved
ammonium group (N3) is fully dehydrated and makes similar
hydrogen bonds to the RNA. The pKa value of ammonium group
N3 was shown to be 5.7 in solution, the lowest value of all
ammonium groups in the structure.[50] Aminoglycoside binding
to the RNA increases this pKa value to 6.1 ± 6.4 in the complex.[51]


A comparison of those structures with the structure of the 30S
particle in the absence of any drug indicates that a magnesium
ion usually occupies the location adopted by ammonium group
N3 in the antibiotic ± RNA complexes. However, the position of
the magnesium ion is not fully occupied (occupancy not equal to
one), and additional structural examples are missing to rule out
the possibility that this situation is a coincidence.


Solvent molecules were explicitly shown to play a key role in
the molecular recognition and the binding of aminoglycosides
to the A site. For example, as can be seen in Figure 3, the


Figure 3. Example of a direct intramolecular hydrogen bond in the paromo-
mycin complex (left) replaced by an intramolecular water-bridged hydrogen bond
in the tobramycin and geneticin complexes (right ; the superimposition is based
on the atoms of rings I and II ; the color code is as in Figure 2).


intramolecular hydrogen bond involving ammonium group N2�
on ring I and O4�� on ring III of paromomycin[12] is replaced in
tobramycin[13] and geneticin[14] by a water-bridged hydrogen
bond from the conserved ammonium group N2� on ring I to O5
on ring II, which suggests that this water molecule helps to
maintain the correct orientation of rings I and II in these
structures. Several of the water molecules participating in the
water-mediated hydrogen bonds between the RNA and the
aminoglycosides reside in sites that are equivalent to those
found around naked RNA helices in crystal structures[52] or in
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models resulting from molecular dynamics simulations.[53] Such
exploitation of the RNA hydration shell reduces the degree of
dehydration each compound has to undergo in order to
accomplish tight and specific binding. Remarkably, the differ-
ences in the chemical structures of the compounds belonging to
the paromomycin and the tobramycin families (Scheme 1) are
compensated for by water molecules that make hydrogen bonds
from the conserved parts of the aminoglycosides to the RNA.[15]


These various aspects exemplify the crucial participation of
water molecules in the aminoglycoside binding strategy.


5. Conservation of the A Site and Drug±RNA
Direct Contacts: Is the Search for New
Antibiotics a Fight against Past and Future
Molecular Evolution?


Soil bacteria and fungi developed aminoglycosides in order to
combat bacterial enemies.[1] However, bacteria have struck back
and built up an armada of resistance mechanisms that have
spread extensively since the introduction of antibiotics in clinical
practices; this has forced physicians to reconsider their pre-
scriptions.[2, 54] In particular, microbiological experiments have
discovered that the single A1408G mutation in the A site is
sufficient to produce high-level resistance against aminoglyco-
sides.[4, 44, 55] Molecular modeling based on the crystal structures
of the wild-type A site bound to aminoglycosides have showed
that the mutation disrupts a set of invariant hydrogen bonds
between the antibiotic and the RNA, which prevents any active
binding of the aminoglycoside to the A site.[45]


One way to overcome this type of resistance could be to
synthesize more versatile molecules that would still bind to
mutated A sites. However, binding to the human cytoplasmic[56]


and mitochondrial[57] A sites, whose sequences are very close to
the bacterial one (Figure 4), is known to be an origin of toxicity,


Figure 4. Sequences of the A site in various organisms. The nucleotides different
in the bacterial (left) and eukaryotic cytoplasmic (middle) or mitochondrial (right)
A sites are outlined. The Escherichia coli numbering is specified; the 12S
mitochondrial numbering is indicated in brackets.


especially in the case of the A1555G mutation of the mitochon-
drial A site, which has been found to enhance ear toxicity in
patients treated with aminoglycosides.[58] Drugs designed to
ignore the A1408G mutation might also bind to the eukaryotic


A sites and therefore be severely toxic.[44] Knowledge of struc-
ture, together with comparative genomic analysis, should
facilitate the development of new broad-spectrum antibiotics
with higher selectivity for bacterial ribosomes and less toxicity to
eukaryotic ribosomes.


6. The Importance of Hitting a Molecular
Switch


The binding of aminoglycosides to the A site, by mimicking the
conformation adopted in presence of cognate tRNA±mRNA
codon association, shunts a molecular switch and results in a loss
in translation fidelity. Similarly, recent results indicate that
sparsomycin catalyzes ribosomal translocation by binding to
the peptidyl-tRNA and the 23S rRNA,[21, 59] a process normally
performed by elongation factor G and guanosine triphos-
phate.[38] The effects of sparsomycin in the translocation process
can be understood if sparsomycin binds preferentially to the
translocated state, thereby shunting another type of control
point in the translation process. Interestingly, the aminoglyco-
side hygromycin B, which binds mainly at the level of the
conserved U1406:U1495 pair and, thus, between the A and
P sites, blocks ribosomal translocation without inducing mis-
reading.[60] Since the aminoglycosides binding to the A site
(paromomycin, tobramycin, etc.) also contact the U1406:U1495
pair, one would expect that they also hinder translocation (as
shown by Fredrick and Noller[38] ). The study of aminoglycoside
variants which do not contact the U1406:U1495 pair would be
helpful in the further understanding of these connected
processes.


In short, although a strong specificity might be difficult to
achieve with oppositely charged molecules, targeting motifs
that undergo dynamic exchange between alternative confor-
mations should improve the biological activity of antibacterial
compounds. By analogy to the aminoglycoside and sparsomycin
cases, RNA targets ought to be chosen in regions switching
between alternative states where each state–referred to as an
™on∫ or ™off∫ state–leads to a different biological action. Only
one of the two states would then exist in the presence of the
small molecule (Figure 5). Such a situation was found for the
inhibition of the yeast tRNAAsp aminoacylation reaction by
aminoglycosides: The binding of tobramycin alters the native


Figure 5. General scheme for the inhibition of RNA molecular switches by small
molecules. The effector is shown here to stabilize the ™on∫ state.
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conformation of the tRNA so that binding of the synthetase
becomes less favorable.[61]


This approach is likely to gain in favor now that it is becoming
apparent that several important biological mechanisms are
similarly regulated by molecular switches involving distinct
conformational states of RNA molecules.[62, 63] For example, small
effectors promote up- or down-regulation of a particular protein
expression by binding to the 5�-UTR regions of the correspond-
ing mRNA, thereby fastening a particular ™on∫ or ™off∫ con-
formation.[62, 64] Therefore, in addition to the bacterial ribosome,
which still constitutes a gold mine of potential drug targets, the
understanding and the identification of such control mecha-
nisms should ultimately help to identify new potential viral or
bacterial targets for therapeutic intervention.


7. Summary and Outlook


Whereas the standard approaches of designing drugs to target
proteins have benefitted from crystal structures of complexes
between inhibitors and proteins for the last 20 years, the first
crystal structures of small molecules bound to RNA pockets were
solved only a few years ago. The crystal structures of the
ribosomal subunits from various organisms bound to antibiotics
used for decades gave a strong impetus to the antibiotic
research field by revealing that most of the drugs bind to defined
RNA motifs. Further understanding of the translation steps
should help to identify new targets. In addition, RNA molecules
offer significant advantages as drug targets when compared to
proteins, one of them being the possibility of modulating the
expression level of any protein by targeting its mRNA instead of
directly inhibiting the protein. This approach will probably come
to the fore now that it is known that small molecules can bind
RNA and act as effectors in vivo.


However, the very fact that RNA self-assembly and recognition
motifs are modular and recurrent–a fantastic structural advant-
age for RNA compared to proteins–constitutes a major draw-
back for future drug designers, due to the difficulties that might
need to be faced in order to achieve specificity. But, in the end,
whether a protein or an RNA is the target, the fight against
bacteria will always be hindered by the evolution of resistant
molecules. Consequently, the developments of future therapies
will require the concerted efforts of microbiologists, structural
biologists, bioinformaticians, and chemists.
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Genetic Control by Metabolite-Binding
Riboswitches
Wade C. Winkler[a] and Ronald R. Breaker*[a]


1. Introduction


Modern organisms must coordinate the expression of many
hundreds of genes in response to metabolic demands and
environmental changes. Each gene product must be regulated
temporally, quantitatively, and often spatially. Additionally,
genetic control processes must be dynamic,
rapid, and selectively responsive to the spe-
cific conditions undergoing change. There-
fore, organisms require sentries of genetic
regulatory factors that continuously quantify
a multitude of signals. Upon measurement of
a particular signal, which may be one of many
possible biochemical or physical cues, these
regulatory factors must modulate expression
of a specific subset of the organism's genes.
It has generally been assumed that proteins


are the obligate sensors of these signals
because protein is a proven medium for
forming highly responsive sensors. However, recent findings
demonstrate that mRNAs also are capable of acting as direct
sensors of chemical[1±7] and physical conditions[8] for the purpose
of genetic control. Classes of mRNA domains, collectively
referred to as 'riboswitches', serve as RNA genetic control
elements that sense the concentrations of specific metabolites
by directly binding the target compound. Known riboswitches
are responsible for sensing metabolites that are critical for
fundamental biochemical processes including coenzyme B12,[1]


thiamine pyrophosphate (TPP),[2] flavin mononucleotide
(FMN),[3, 5] S-adenosylmethionine (SAM),[6, 7, 9] lysine,[10] guanine,[4]


and adenine.[4, 11] Upon interaction with the appropriate small-
molecule ligand, riboswitch mRNAs undergo a structural reor-
ganization that results in the modulation of genes that they
encode. To date, all riboswitches that have been examined in
detail cause genetic repression upon binding their target ligand,
although riboswitches that activate gene expression upon
ligand binding are certainly possible.
In each instance, riboswitch domains have been subjected to a


battery of biochemical and genetic analyses in order to
convincingly demonstrate that direct interaction of small organic
metabolites with mRNA receptors leads to a corresponding
alteration in genetic expression. This review provides a brief
summary of these efforts and of some of the general character-
istics that are exhibited by riboswitches. Although these findings
represent the initial steps in elucidating the principles that
underlie RNA-based detection of small molecules, the prospects
for riboswitches as genetic tools and as possible targets for
development of antimicrobials are already beginning to emerge.


2. General Organization of Riboswitch RNAs


Bacterial riboswitch RNAs are genetic control elements that are
located primarily within the 5�-untranslated region (5�-UTR) of
the main coding region of a particular mRNA (Figure 1).
Structural-probing studies (discussed further below) reveal that


riboswitch elements are generally composed of two domains: a
natural aptamer[12, 13] that serves as the ligand-binding domain,
and an 'expression platform' that interfaces with RNA elements
that are involved in gene expression (for example, Shine ±Dal-
garno (SD) elements, transcription terminator stems). These
conclusions are drawn from the observation that aptamer
domains synthesized in vitro bind the appropriate ligand in the
absence of the expression platform.[2±4, 7] Moreover, structural-
probing investigations suggest that, when it is examined
independently, the aptamer domain of most riboswitches
adopts a particular secondary- and tertiary-structure fold that
is essentially identical to the aptamer structure when it is
examined in the context of the entire 5�-leader RNA. This implies
that, in many cases, the aptamer domain is a modular unit that
folds independently of the expression platform.
Ultimately, the ligand-bound or -unbound status of the


aptamer domain is interpreted through the expression platform,
which is responsible for exerting an influence upon gene
expression. The view of riboswitch domains as modular elements
is further supported by the fact that aptamer domains are highly
conserved amongst various organisms (and even between
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Figure 1. General organization of riboswitch RNAs in bacterial mRNAs. Binding of the target ligand to the
aptamer domain stabilizes an altered conformation of the expression platform that results in a change in
gene expression for downstream gene(s).
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kingdoms, as is observed for the TPP riboswitch),[14] whereas the
expression platform varies in sequence, structure, and in the
mechanism by which expression of the appended open reading
frame is controlled. For example, ligand binding to the TPP
riboswitch of the tenA mRNA of Bacillus subtilis causes tran-
scription termination.[5] This expression platform is distinct in
sequence and structure compared to the expression platform of
the TPP riboswitch in the thiM mRNA from Escherichia coli,
wherein TPP binding causes inhibition of translation by an SD
blocking mechanism.[2] The TPP aptamer domain is easily
recognizable and of near identical functional character between
these two transcriptional units, but the genetic control mech-
anisms and the expression platforms are very different.
Aptamer domains for riboswitch RNAs typically range from


�70 ±170 nucleotides in length (Scheme 1). These large sizes
were somewhat unexpected given that in vitro evolution
experiments identified a wide variety of small-molecule-binding
aptamers, which are considerably shorter in length and struc-
tural intricacy (Scheme 1).[12, 13, 15] Although the reasons for the
substantial increase in complexity and information content of
the natural aptamer sequences relative to artificial aptamers
remain to be proven, this complexity is most likely required to
form RNA receptors that function with high affinity and
selectivity. Apparent dissociation constants (KD) for the ligand±
riboswitch complexes range from low nanomolar to low micro-
molar values. It is also worth noting that some aptamer domains,
when isolated from the appended expression platform, exhibit
improved affinity for the target ligand over that of the intact
riboswitch (typically �10- to 100-fold improvement).[2, 7] Pre-
sumably, there is an energetic cost in sampling the multiple
distinct RNA conformations required by a fully intact riboswitch
RNA, which is reflected by a loss in ligand affinity. Since the
aptamer domain must serve as a molecular switch, this might
also add to the functional demands on natural aptamers and
help explain their more sophisticated structures.


3. Riboswitch Regulation of Transcription
Termination in Bacteria


Bacteria primarily make use of two methods for termination of
transcription. Certain genes incorporate a termination signal that
is dependent upon the Rho protein,[16] while others make use of
Rho-independent terminators (intrinsic terminators) to destabi-
lize the transcription elongation complex.[17±19] The latter RNA
elements are composed of a GC-rich stem-loop followed by a
stretch of 6 ± 9 uridyl residues. Intrinsic terminators are wide-
spread throughout bacterial genomes[20] and are typically
located at the 3�-termini of genes or operons. Interestingly, an
increasing number of examples of intrinsic terminators are being
identified within 5�-UTRs.[21]


Amongst the wide variety of genetic regulatory strategies
employed by bacteria there is a growing class of examples
wherein RNA polymerase responds to a termination signal
within the 5�-UTR in a regulated fashion.[21, 22] Under certain
conditions the RNA-polymerase complex is directed by external
signals either to perceive or to ignore the termination signal.
Presumably, one of at least two mutually exclusive mRNA


conformations results in the formation or disruption of the RNA
structure that signals transcription termination. A trans-acting
(intermolecularly acting) factor, which in some instances is an
RNA[23, 24] and in others is a protein,[25] is generally required for
receiving a particular intracellular signal and subsequently
stabilizing one of the RNA conformations. In contrast, ribo-
switches offer a direct link between RNA structure modulation
and the metabolite signals that need to be interpreted by the
genetic control machinery. A brief overview of the FMN
riboswitch from a B. subtilismRNA is provided below to illustrate
this mechanism.


3.1. A natural aptamer for FMN


A highly conserved RNA domain, referred to as the RFN element,
was identified in bacterial genes involved in the biosynthesis and
transport of riboflavin and FMN.[26, 27] This element is required for
genetic manipulation of the ribDEAHToperon (hereafter, ribD) of
B. subtilis, as mutations resulted in a loss of FMN-mediated
regulation.[28, 29] These data led to the proposal that either a
protein-based FMN sensor[30] or FMN itself[26, 27] interacts with the
RFN element in order to repress ribD gene expression. Although
RNA sequences that specifically bind FMN have been identified
through directed-evolution experimentation,[31±33] they exhibit
no obvious resemblances to the RFN element (Scheme 1), a fact
suggesting that FMN recognition by the RFN element would be
achieved by a mechanism distinctive to that of the engineered
aptamers.


3.1.1. Structural probing reveals FMN-mediated RNA folding
modulation


Each internucleotide linkage in an RNA polymer is susceptible to
spontaneous hydrolysis by an SN2-like mechanism, wherein the
2�-oxygen atom attacks the adjacent phosphorus center, thereby
leading to chain cleavage. For optimal speed, this reaction
requires a 180� orientation between the attacking nucleophile,
the phosphorus center, and the 5�-oxygen leaving group (in-line
conformation).[34, 35] Nucleotides that are base paired, or other-
wise structurally constrained, are typically incapable of adopting
this configuration and therefore display low rates of sponta-
neous cleavage. In contrast, nucleotides that are structurally
unrestrained exhibit much higher rates of spontaneous cleav-
age. These observations have been exploited in a structural-
probing method, referred to as 'in-line probing', which estab-
lishes the relative rates of spontaneous cleavage for a given RNA
polymer and correlates this with secondary- and tertiary-
structure models.[34]


To assess whether the RFN element of ribD was responsive to
FMN, a fragment of the corresponding 5�-UTR was 5�-32P labeled
and incubated in the absence and presence of FMN, and the
resulting fragments were analyzed by polyacrylamide gel
electrophoresis (PAGE). Interestingly, patterns differ between
reactions that are incubated either with or without FMN, a fact
signifying that there is a structural rearrangement of the RNA
upon FMN binding to ribD.[3] The spontaneous cleavages of
certain nucleotide positions located within interhelical regions of
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the RFN element become significantly reduced in the presence
of FMN; this suggests that these nucleotides are involved in
forming an FMN±RNA complex, which forces structural con-
straints upon the RNA (Scheme 2). It is this type of structural
modulation that can be harnessed by the expression platform
for allosteric modulation of gene expression.
Additional evidence for direct binding of FMN by the ribD RFN


element was generated by enzymatic probing. Oligonucleotides
predicted to anneal with the RFN element were added to ribD
transcripts in the presence and absence of FMN, and the
resulting mixtures was digested with RNase H (which specifically
cleaves RNA:DNA heteroduplexes) and analyzed by PAGE.[5] A
significant portion of transcripts bind certain oligonucleotides in
the absence of FMN, but not in the presence of FMN, a fact
indicating that FMN stabilizes a structural rearrangement of ribD
transcripts that in turn prevents annealing of the oligonucleotide.


3.1.2. Affinity and specificity of the FMN± ribD complex


If the RFN element serves as an aptamer for FMN, it should
exhibit characteristics of a saturable receptor that has some


ability to discriminate against related ligands. To obtain apparent
KD values for FMN, in-line probing assays were repeated with
trace amounts of ribD RNA and increasing concentrations of
FMN.[3] The ligand concentration that correlates with half-
maximal modulation of RNA structure should reflect the
apparent KD value. These experiments indicate that the ribD
RNA contains a saturable ligand binding site that exhibits an
apparent KD value of �5 nM. Furthermore, the RNA discriminates
against riboflavin (the dephosphorylated form of FMN) by
approximately three orders of magnitude. This exceptional
ligand specificity of the ribD mRNA is surprising since the
aptamer must generate a binding pocket for FMN that makes
productive interactions with a phosphate group. An interesting
aspect of future structure analyses will be to determine how
RNA, a highly anionic polymer, is capable of preferentially
recognizing the negatively charged phosphate group of FMN.


3.2. FMN-induced transcription termination


3.2.1. In vitro transcription termination mediated by an FMN
riboswitch


The relative amounts of the major transcription products for the
ribD leader region were examined by in vitro transcription with
T7 RNA polymerase[3] or Bacillus subtilis RNA polymerase.[5] The
ribD leader region contains a typical intrinsic terminator just
upstream of the ribD coding region. Interestingly, transcripts that
terminated at the intrinsic terminator are specifically induced by
FMN, in the absence of additional protein factors. Furthermore,
mutations in the RFN element abrogate this phenomenon.[5, 36]


The left half of the terminator sequence is proposed to form
alternative base-pairing interactions with a portion of the RFN
element, thereby forming an antiterminator element. Sequence


� Scheme 1. The known riboswitches. Consensus sequences and secondary
structure models were derived by phylogenetic and biochemical analyses.
Nucleotides in red are conserved in greater than 90% of the representative
sequences, open circles identify nucleotide positions of variable sequence, and
lines identify elements that are variable in sequence and length. Aptamer models
were derived from literature citations as follows: A) coenzyme B12 ,[1, 40]


B) TPP,[2, 14, 41] C) FMN,[3, 27] D) SAM,[7, 37] E) guanine,[39] F) adenine,[39, 48] and G) ly-
sine.[10] . Flavin- and guanine-binding aptamers isolated through in vitro selection
experimentation[31, 52] are shown as insets in order to illustrate the structural
complexity of natural aptamers versus their engineered counterparts. Letters R
and Y represent purine and pyrimidine bases, respectively; K designates G or U; W
designates A or U; H designates A, C, or U; D designates G, A, or U; N represents
any of the four bases.


Scheme 2. Regulation of the B. subtilis ribD mRNA by FMN. A) In-line probing reveals ligand-dependent structure modulation with FMN: internucleotide linkages
identified with red circles exhibit decreased amounts of spontaneous cleavage when ribD is incubated in the presence of FMN (indicating an increase in structural
stabilization for these nucleotides) relative to incubation in the absence of FMN. Yellow circles identify linkages that exhibit consistently high levels of scission, which
indicates that they are not modulated by presence of FMN. B) Model for the mechanism of ribD regulation. The ribDmRNA adopts an antitermination conformation in
the absence of FMN. Increased levels of FMN stabilize an RFN ± FMN complex that permits formation of the terminator structure. C) Chemical structure and apparent
dissociation constants for riboflavin and FMN.
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alterations of the intrinsic terminator eliminate FMN-induced
termination while alterations in the antiterminator result in
constitutive termination.[5, 36] Taken together, these observations
are consistent with a mechanistic model wherein FMN directly
interacts with ribD transcripts during conditions of excess FMN.
Complex formation subsequently induces transcription termi-
nation within the 5�-UTR (Scheme 2), which precludes gene
expression by preventing the downstream coding regions from
being transcribed. During conditions of limited FMN, an
antiterminator structure is formed within the ribD nascent
transcript, which allows for synthesis of the complete mRNA.


3.2.2. FMN-mediated control of transcription termination in
vivo


The molecular details of riboswitch-mediated transcription
termination are likely to be more complex than this rather
simplistic model implies. For example, given that the 'decision'
to form the terminator or antiterminator conformation occurs
only once during transcription, the regulatory mechanism is
likely to rely on precise transcriptional kinetics as well as the
appropriate RNA folding pathways. Moreover, the kinetics of
FMN interacting with the RNA receptor are presumed to be a
critical factor. Although the affinity that the RNA has for FMN is
exceptionally strong compared to engineered aptamers, it is
possible that the kinetics of ligand association might be the
more important determinant of genetic regulation. Indeed, all of
these parameters are likely to conspire together in order to exert
appropriate control over the intrinsic terminator. If true, then the
kinetic parameters determined for FMN binding and for FMN-
induced transcription termination in vitro might be an imperfect
reflection of the function of riboswitches in vivo. Specifically, the
impact of transcription speed and of the various cellular
conditions might lead to significant differences in the perform-
ance characteristics of riboswitches.


3.3. Control of transcription termination by other
riboswitches


Intrinsic terminators can be identified by computer-assisted
search algorithms.[20] By using such bioinformatic analyses, it is
possible to identify a subset of riboswitch RNAs that are
predicted to contain an intrinsic terminator and an alternate
antiterminator structural element.[27, 37±41] Therefore, the results
described above for the FMN riboswitch may be indicative of the
mechanisms used by many other riboswitch RNAs. Indeed, SAM-
and TPP-dependent riboswitches have been demonstrated to
exert control over termination by formation of mutually
exclusive intrinsic terminator and antiterminator structures.[5±7]


Furthermore, mutations that disrupt and subsequently restore
helices within the SAM riboswitch aptamer result in loss and
restoration, respectively, of SAM binding. Concurrently, these
mutations also result in disruption or restoration of SAM-induced
transcription termination in accordance with ligand-binding
function.[7] It is also possible, and perhaps even likely, that some
riboswitches will exert control over transcription termination
signals that differ appreciably from classical intrinsic terminators.


4. Riboswitch Regulation of Translation
Initiation in Bacteria


An alternative mechanism of genetic control by riboswitches is
the modulation of translation initiation. Unlike transcription
termination, the entire mRNA could be synthesized by RNA
polymerase, but expression would be prevented by the
riboswitch until the metabolite concentration reached a certain
level. In most instances, we observed that riboswitches prevent
translation initiation in the presence of high concentrations of
target metabolite. However, it is certainly possible that allosteric
modulation of riboswitch structures could lead to translation
activation. The regulatory mechanism of translation control is
briefly described below for a TPP riboswitch from E. coli.


4.1. A natural aptamer for TPP


A conserved RNA element, referred to as the thi box, was
identified within 5�-UTRs of mRNAs that are responsible for
thiamine biosynthesis and transport.[41, 42] Genetic experiments
confirmed that this structural element is required for thiamine-
dependent regulation of Rhizobium meliloti thiamine biosyn-
thesis genes,[42] yet no regulatory factor had been identified
through classical genetic experimentation. Therefore, it was
possible that the thi box might serve as a portion of a riboswitch
that responds to thiamine or its derivatives.
In E. coli, thiamine biosynthesis and transport genes are


primarily located within three operons and four single genes,[43]


wherein each operon is preceded by a thi element. To begin to
assess the regulatory properties of these sequences, the leader
regions for the thiMD and thiCEFSGH operons were utilized to
construct transcriptional and translational fusions to a lacZ
reporter gene.[2] Addition of exogenous thiamine results in
repression of the lacZ reporter gene in E. coli. Results from these
data demonstrate that the thiM gene is regulated primarily at the
level of translation while the thiC leader region confers both
transcriptional and translational regulation to the lacZ reporter.


4.1.1. Direct binding of thiamine pyrophosphate by E. coli
mRNAs


As described above for the FMN aptamer, direct binding of TPP
to the thiM and thiC leaders was demonstrated by in-line
probing assays.[2] The addition of thiamine, thiamine mono-
phosphate (TP), or TPP leads to structural rearrangement of the
thiM RNA, particularly in the region encompassing the thi
element (Scheme 3). Significantly, TPP, which is typically the
bioactive form of thiamine, exhibits the best affinity of the
ligands, with an apparent KD value of 500 nM, while TP and
thiamine exhibit apparent KD values of 3 and 40 �M, respectively.
In-line probing assays of RNAs resembling the thiC leader region
reveal even more dramatic discrimination between thiamine and
its phosphorylated forms, with a difference of more than 1,000-
fold exhibited between binding of thiamine and TPP. These data
are consistent with genetic experiments that suggested that TPP
synthesis is required for regulation.[44, 45] Also, this system
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provides another example of a natural RNA aptamer that makes
productive contacts to phosphate groups.


4.1.2. Confirmation of TPP binding by equilibrium dialysis


RNAs resembling the thiM leader region were synthesized and
placed into one side of a two-chamber equilibrium dialysis
apparatus, in which the compartments are separated by a
dialysis membrane with a molecular-weight cut off of 5000 dal-
tons. 3H-thiamine was preferentially retained within the thiM-
containing chamber when allowed to equilibrate between
chambers.[2] This effect could be eliminated by providing excess
unlabeled thiamine, but could not be reversed when supple-
mented with oxythiamine, a close chemical analogue of thi-
amine. Additionally, a mutated version of thiM was unable to
shift 3H-thiamine into the RNA-containing chamber. Together,
these data are indicative of the formation of stable thiM ± thia-
mine complexes, wherein the sequence of the RNA and the
chemical form of the ligand are critical for maximal binding affinity.


4.2. Binding of thiamine derivatives correlates with structural
modulation


Close inspection of in-line probing data for thiM reveals two
surprising patterns of structural modulation. First, the relative
rates of spontaneous fragmentation between reactions contain-
ing either thiamine or TPP differ within an internal loop of the thi
element (Scheme 3). Nucleotides in this region adopt an increase
in structural order in the presence of TPP but not with thiamine,
a fact implying that this region is somehow involved in the
formation of a pyrophosphate-recognition pocket. Secondly, the
region of the SD sequence is the only portion outside of the thi


element that becomes structurally modulated in the presence of
TPP.
Specifically, the SD sequence exhibits a significant decrease in


spontaneous cleavage relative to reactions lacking TPP; this
suggests that the SD is converted into a more structurally
constrained form upon binding of TPP. This idea is consistent
with a mechanism (Scheme 3) whereby in the absence of TPP the
SD has a significant degree of single-stranded character and is
accessible for translation initiation. An anti-SD sequence is
proposed to interact with an anti-anti-SD sequence within the
TPP aptamer under these conditions. In contrast, during
conditions of excess TPP, a TPP ±RNA complex is formed that
disrupts the base pairing of the anti-SD sequence. The anti-SD
sequence is then free to interact directly with the SD, decrease
the single-stranded character of the region, and subsequently
decrease the efficiency of translation initiation. Preliminary site-
directed mutagenesis of the thiM mRNA supports this overall
model.[2] Specifically, mutations that disrupt TPP binding also
disrupt regulation of translation for thiM± lacZ fusions, while
mutations that alter the anti-SD sequence affect regulation but
do not affect TPP binding. Thus, binding of thiamine correlates
with both the structural accessibility of the SD and the trans-
lation efficiency in vivo.


4.3. Control of translation initiation by other riboswitches


Bioinformatics analyses have suggested that molecular mecha-
nisms similar to that of thiM also might be recurrent amongst
riboswitch RNAs. Specifically, anti-SD and anti-anti-SD structures
have been proposed for several riboswitch classes, including
FMN,[27] lysine,[10] TPP,[41] coenzyme B12,[1, 40] and SAM.[7] In general,
riboswitches from Gram-negative organisms seem to favor
expression platforms that exert control over translation, while


Scheme 3. Regulation of the E. coli thiM mRNA by TPP. A) In-line probing reveals ligand-dependent structure modulation with TPP: internucleotide linkages identified
with red circles exhibit decreased amounts of spontaneous cleavage when thiM is incubated in the presence of TPP compared to incubation in the absence of ligand. In
contrast, linkages identified with green circles exhibit increased amounts of cleavage when thiM is incubated with TPP compared to incubation in the absence of ligand.
The blue-shaded box indicates the pyrophosphate-recognition region (as described in the text). B) Model for the mechanism of thiM regulation. In the absence of TPP, the
anti-SD sequence interacts with part of the aptamer domain to form anti-anti-SD. As TPP is increased, aptamer ± TPP complexes are formed and the anti-SD favors
pairing with the SD. C) Chemical structure and apparent dissociation constants for thiamine and TPP.
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riboswitches from Gram-positive bacteria appear to predom-
inately use expression platforms that control transcription
termination. The latter might reflect a greater reliance upon
multigene transcriptional units in Gram-positive organisms,
which could be more efficient to preclude transcription of long
operons when the gene products are unnecessary.
Biochemical evidence for riboswitch-mediated control over


translation initiation has also been obtained for FMN and
coenzyme B12 riboswitches.[1, 3] FMN binding to a riboswitch that
regulates the B. subtilis ypaA gene results in alteration of the SD
structural context, in a similar manner to what was observed for
thiM.[3] Interestingly, this genetic control element has also been
proposed to regulate ypaA transcription,[46] although the leader
region does not contain an obvious intrinsic terminator struc-
ture. Binding of coenzyme B12 to the E. coli btuB riboswitch has
also been demonstrated to correlate with regulation of trans-
lation in vivo. However, this RNA differs from the thiM paradigm
as the mechanism for control over translation efficiency, which
has not yet been elucidated, appears to be derived from
something other than the formation of alternate, mutually
exclusive stem-loop structures (anti-SD and anti-anti-SD).
Preliminary data also indicate that certain riboswitch RNAs


exert control over transcription and translation by using the
same RNA sequence.[47] For this class of riboswitches, the SD
sequence is contained within an intrinsic terminator. Therefore,
the formation of the terminator structure also enacts formation
of a SD-sequestering structure. In total, all of these observations
suggest that the thiM and ribD riboswitches represent useful
paradigms for riboswitch-mediated control of translation and
transcription, respectively. However, there is likely to be a greater
variety of molecular mechanisms utilized by riboswitch RNAs for
control of gene expression. Indeed, TPP riboswitches that must
be employing different mechanisms of control have been
identified in several plant and fungal species.[14] The placement
of these RNAs near splice sites in some instances and in the 3�-
UTR in others is suggestive of TPP-responsive control over
splicing and mRNA stability or expression, respectively.


5. Early Origins?


The FMN, TPP, lysine, and coenzyme B12 riboswitch RNAs are
widespread among evolutionarily distant microorganisms, a fact
that implies there is an ancient origin for these RNA genetic
elements.[10, 27, 40, 41] SAM, guanine, and adenine riboswitches are
also represented in numerous different genera, although they
appear to be primarily limited to Gram-positive bacteria, with a
few Gram-negative bacteria as exceptions.[7, 39, 48] In all instances,
the structural and sequence conservation of riboswitch classes is
limited to the aptamer domain (Scheme 1). This is not unex-
pected given that the aptamer RNA must preserve its capability
to bind the target chemical, which has not been significantly
modified through evolution. In contrast, there is considerable
sequence and structural diversity between expression platforms,
even between riboswitches of the same class and within the
same organism. Together, these data hint that the ligand-
binding properties of riboswitch aptamer domains have been
maintained throughout expansive evolutionary timescales.


Furthermore, the ligands for riboswitch RNAs have been
proposed to be functional relics from a hypothetical RNA-based
world, in which RNA polymers provided all the necessary
catalytic and genomic functions of the earliest organisms.[49, 50]


Therefore it is tempting to speculate that, as cofactor-binding
RNAs, the aptamer domains from riboswitches may have been
useful in the context of an RNA-based world for some of the
earliest forms of genetic control, for allosteric modulation of
ribozymes, or as part of ribozymes that utilized the ligands as
essential cofactors.


6. Riboswitches as Drug Targets and Genetic
Tools


Riboswitches are utilized for control of numerous genes involved
in the biosynthesis and transport of prokaryotic enzymatic
cofactors. At least 69 genes, which represents nearly 2% of the
total genomic content of B. subtilis, are under the control of
riboswitch RNAs (Table 1); this exemplifies the extensive use of
riboswitch RNAs for genetic control in prokaryotes.[39] Many
riboswitch-mediated genes are expected to be essential under
most growth conditions. Interference with riboswitch function is
then predicted to result in dramatic destabilization of vital
metabolic pathways and, perhaps, cessation of growth. There-
fore, it seems likely that compounds that closely resemble the
target metabolites will bind to riboswitch RNAs and cause a
decrease in gene expression. If this analogue-induced disruption
of gene expression is sufficient, then such compounds might be
candidates for antimicrobial applications.
There is clear precedence for the targeting of RNAs with small-


molecule drugs,[51] the most obvious example being that of
ribosomal RNA. Several other bacterial-specific RNAs have been
explored as candidates for small-molecule drug interaction;
however, the approach relies upon screening large chemical
libraries for those chemicals that fortuitously interact with the
RNA of interest, even though the RNA itself does not naturally
form a binding pocket for small organic molecules. Riboswitch
RNAs therefore may exhibit an advantage in antimicrobial
development given that they serve as a receptor for small-
molecule ligands, much like their protein receptor counterparts.
The continued exploration of the molecular recognition of target
ligands by riboswitch RNAs will ultimately reveal whether 'blind
spots', that can be exploited for the development of antimicro-
bials, exist within the molecular recognition landscape.
In addition to their potential as targets for chemical inhibition,


a detailed understanding of the mechanisms utilized by natural
riboswitch RNAs may lead to the development of novel genetic
control elements. Numerous aptamer RNA sequences have been
identified that interact with a wide variety of small organic
molecules.[15] It is reasonable to expect that engineered ribos-
witches could be generated that respond to nonbiological, or
otherwise metabolically inert, compounds. The range of uses for
such genetic control elements will then be limited only by the
range of human imagination and the speed at which engineered
aptamers and expression platforms could be built.
Further exploration of riboswitch mechanism, character, and


distribution in biological systems will require a combination of
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genomic, bioinformatics, and biochemical techniques. It is
possible that the riboswitches observed to date are of ancient
origin, and thus, their evolutionary distribution and functions
might reflect this possibility. Further examination of the kinetic
and molecular recognition properties will also reveal whether
riboswitches are equal to the task of genetic control, as
compared to protein factors, or whether we are observing the
last vestiges of an ancient but imperfect form of genetic
regulation machinery. Given the fundamental metabolic proc-
esses that riboswitches control in modern organisms, further
studies hold considerable promise for revealing insights into
how organisms orchestrate complex genetic networks.


Keywords: aptamers ¥ gene expression ¥ riboswitches ¥ RNA ¥
transcription
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Antisense Inhibition of Escherichia coli RNase P
RNA: Mechanistic Aspects
Heike Gruegelsiepe,[a] Dagmar K. Willkomm,[a] Olga Goudinakis,[b] and
Roland K. Hartmann*[a]


The ribonucleoprotein enzyme RNase P catalyzes endonucleolytic
5�-maturation of tRNA primary transcripts in all domains of life. The
indispensability of RNase P for bacterial cell growth and the large
differences in structure and function between bacterial and
eukaryotic RNase P enzymes comply with the basic requirements
for a bacterial enzyme to be suitable as a potential novel drug
target. We have identified RNA oligonucleotides that start to show
an inhibitory effect on bacterial RNase P RNAs of the structural type
A (for example, the Escherichia coli or Klebsiella pneumoniae
enzymes) at subnanomolar concentrations in our in vitro precursor
tRNA (ptRNA) processing assay. These oligonucleotides are directed
against the so-called P15 loop region of RNase P RNA known to
interact with the 3�-CCA portion of ptRNA substrates. Lead probing
experiments demonstrate that a complementary RNA or DNA 14-


mer fully invades the P15 loop region and thereby disrupts local
structure in the catalytic core of RNase P RNA. Binding of the RNA
14-mer is essentially irreversible because of a very low dissociation
rate. The association rate of this oligonucleotide is on the order of
104M�1 s�1 and is thus comparable to those of many other artificial
antisense oligonucleotides. The remarkable inhibition efficacy is
attributable to the dual effect of direct interference with substrate
binding to the RNase P RNA active site and induction of misfolding
of the catalytic core of RNase P RNA. Based on our findings, the P15
loop region of bacterial RNase P RNAs of the structural type A can
be considered the ™Achilles' heel∫ of the ribozyme and therefore
represents a promising target for combatting multiresistant
bacterial pathogens.


Introduction


The ubiquitous enzyme ribonuclease P (RNase P) catalyzes
endonucleolytic 5�-maturation of tRNA primary transcripts in all
domains of life including eukaryotic organelles.[1±3] Bacterial
RNase P enzymes are composed of a catalytic RNA subunit
(about 130 kDa in size) and a single small protein (about
13 kDa).[4] The RNA subunit of bacterial enzymes is catalytically
active in vitro without the protein subunit but requires elevated
salt concentrations for optimum activity to compensate for the
absence of the protein.[5] The architecture of human RNase P
differs from its bacterial counterparts in many aspects, such as
the higher number of protein subunits (10 proteins, 1 RNA),[6] the
inactivity of its RNA subunit alone in vitro,[7, 8] and the
minimization or even lack of contacts between its RNA subunit
and precursor tRNA (ptRNA) substrates.[9] Since RNase P is
essential for bacterial growth,[1] the structural and functional
differences between human and bacterial RNase P may be
exploited to develop novel drugs targeted against bacterial
RNase P to control bacterial pathogens at a low risk of
interference with human RNase P function. In the preceding
report by Willkomm et al.[10] we demonstrated that antisense
oligonucleotides designed to target the binding site for the tRNA
3� CCA moiety in bacterial Type A RNase P RNAs can efficiently
block enzyme function. Herein we report the optimization of
RNA oligonucleotides targeted at this region. We have identified
variants that inhibit Escherichia coli or Klebsiella pneumoniae
RNase P RNAs with Ki (defined as the oligonucleotide concen-


tration required to obtain 50% inhibition of ptRNA cleavage by
RNase P RNA) and Kd (dissociation constant) values of around
1 nM under our standard assay conditions. We further charac-
terized the structure of oligonucleotide ± RNase P RNA com-
plexes by lead probing[11] and analyzed the kinetics (association
and dissociation rate constants, kon and koff , respectively) of
oligonucleotide binding to RNase P RNA. According to our data,
the P15 loop target region is converted into a hybrid helix
involving all 14 nucleotides of the RNA or DNA 14-mer, which
results in the disruption of local structure in the catalytic core of
RNase P RNA. Binding of the RNA 14-mer is essentially
irreversible as a result of a very low dissociation rate. In
conclusion, the P15 loop region of bacterial RNase P RNAs of
the structural type A can be considered as the ™Achilles' heel∫ of
the ribozyme. The remarkable inhibition efficacy of antisense
oligonucleotides directed at this region can be attributed to two
effects: direct interference with substrate binding to the active
site of RNase P RNA and induction of misfolding of the RNA


[a] Prof. Dr. R. K. Hartmann, H. Gruegelsiepe, Dr. D. K. Willkomm
Philipps-Universit‰t Marburg
Institut f¸r Pharmazeutische Chemie
Marbacher Weg 6, 35037 Marburg (Germany)
Fax: (�49)6421-282-5854
E-mail : hartmanr@staff.uni-marburg.de


[b] O. Goudinakis
Universit‰t zu L¸beck
Institut f¸r Biochemie
Ratzeburger Allee 160, 23538 L¸beck (Germany)
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catalytic core. Efficient inhibition of the essential ribonucleopro-
tein enzyme RNase P by an antisense-based strategy directed
against the CCA binding region is encouraging and clearly
justifies further efforts to explore bacterial RNase P as a target to
combat multiresistant bacterial pathogens.


Results


In the preceding paper by Willkomm et al.[10] we reported that a
15-nt-long RNA oligonucleotide (15-mer, Figure 1) inhibits
precursor tRNA (ptRNA) processing by E. coli RNase P RNA quite
efficiently. We provided evidence that inhibition is due to
oligonucleotide interaction with the P15 loop region, which
prevents ptRNA docking into the active site. The model in Figure 1


predicts that oligonucleotides of the15-mer type
invade the P15 loop region at the cost of disrupt-
ing local RNase P structure, such as the P15 helix.


Optimization of the 15-mer


The 15-mer, a derivative of our initial RNA
oligonucleotide Eco 3�,[10] has a 3�-terminal AG
dinucleotide not complementary to the P15
loop region (Figure 1). We therefore tested two
variants, one lacking the AG dinucleotide (13-
mer) and one with an additional C residue
instead (14-mer) to include G291 of the P15
loop in the intermolecular base-pairing inter-
action (Figure 2A, B). Both the 13-mer and the
14-mer have slightly lower Ki values than the
15-mer, and the 14-mer proved to be the most
efficient inhibitor among all the oligonucleo-
tides tested (Figure 2A, B; Table 1). We also
analyzed whether a 5� extension of the 14-mer
(27-mer) increases inhibition efficacy as a result
of the extended complementarity to E. coli
RNase P RNA. However, this 27-mer is a less
potent inhibitor than the 13-, 14-, and 15-mers
(Figure 2A, B; Table 1), which suggests that P18
disruption as a prerequisite for extended
intermolecular base pairing was energetically
too costly. 5�-terminal shortening of the 14-mer
by two or three nucleotides (12-mer and 11-
mer) also reduced inhibition efficacy, and a
DNA version of the 14-mer was about tenfold
less effective than the RNA 14-mer (Fig-
ure 2B, C; Table 1).


Lead probing of inhibitor ± RNase P RNA
complexes


Pb2�-induced hydrolysis (lead) probing is a
powerful technique for the study of RNA
structure in vitro and even in vivo.[12] Prominent
sites of Pb2�-induced hydrolysis occur at high
affinity metal ion binding sites in structured


Figure 1. Secondary structure of E. coli RNase P RNA (left) according to Massire et al.[35] The broken line
separates the two main structural domains.[36] P, helical regions; J, joining segments named according to
the numbers of the helices they connect. Prominent sites of Pb2� hydrolysis are marked (in blue) as in
Ciesiolka et al.[11] The grey-shaded oval represents the P15/16 region including G292 and G293 (in
magenta); Watson ±Crick base pairing of G292/G293 with the CCA motifs of tRNA 3� termini[37] is
depicted for the bacterial ptRNAGly substrate[38] in the lower right part of the figure; two Mg2� ions bound
to the P15 loop have been proposed to be involved in the catalytic process.[39] The red arrow indicates
inhibition of E. coli RNase P RNA by a 15-mer RNA oligonucleotide complementary (orange nt) to
nt 292 ± 304 (shown in green and purple) of RNase P RNA.[10] The model in the upper right of the figure
predicts that the 15-mer invades the P15 loop region, disrupts helix P15, and anneals to RNase P RNA
over the entire region of complementarity.


Table 1. Kinetic and thermodynamic parameters for interaction of inhibitor
oligonucleotides with E. coli RNase P RNA.[a]


Ki [nM] Kd [nM] koff [h�1] kon [M�1 s�1]


RNA 14-mer 2.2� 0.6 0.7� 0.2 0.016�0.01 0.63�104


DNA 14-mer 25� 5 2.6� 0.4 0.22� 0.07 2.3�104


RNA 13-mer 2.6� 0.8 n.d.[b] n.d. n.d.
RNA 15-mer 4.0� 1.8 n.d. n.d. n.d.
RNA 27-mer 9.4� 2.5 n.d. n.d. n.d.


[a] Mean values derived from at least three independent experiments are
given; for details, see the main text and the Methods section. [b] n.d. , not
determined.
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RNA molecules, and less specific minor cleavages are observed in
single-stranded flexible regions of RNA.[11] Double-stranded re-
gions are relatively resistant to lead cleavage. Since lead probing
has been extensively used to investigate the structure of E. coli
RNase P RNA,[11, 13±16] we employed this method to analyze the
interaction of the most efficient inhibitor, the 14-meric oligonu-


Figure 3. Pb2�-induced hydrolysis patterns of 3�-32P-labeled E. coli RNase P RNA
(10 nM) in the presence of either 500 nM RNA 14-mer (Lanes 7, 8), 5 �M DNA 14-mer
(Lanes 9, 10), or 5 �M unrelated RNA 25-mer (Mhyo 5�; see the Methods section and
ref. [10]) used as a control (Lanes 5, 6). Control lanes 1 and 2: 20000 Cerenkov
cpm 3�-32P-labeled E. coli RNase P RNA either directly loaded onto the shown 15%
polyacrylamide/8M urea gel (Lane 1) or loaded after incubation in buffer A for
70 min at 37�C (Lane 2); Lanes 3 and 4: limited digestion of 3�-32P-labeled E. coli
RNase P RNA by RNase T1 (under denaturing conditions; Lane 3) or alkaline
hydrolysis (Lane 4). Right: assignment of Pb2�-hydrolysis bands[11, 14] (see also
Figure 1); dotted line: area protected by the 14-mers. Left: assignment of G-specific
RNase T1 fragments according to the numbering system used for E. coli RNase P
RNA (Figure 1). For details of the Pb2�-hydrolysis assay, see the Methods section.


cleotide, with E. coli RNase P RNA. Our analysis revealed that the
14-mer (RNA as well as DNA) hybridizes with RNase P RNA over
its entire length, as inferred from the suppression of lead
hydrolysis in the region spanning nt 291 ± 304 of RNase P RNA


Figure 2. Antisense inhibition efficacy of RNA oligonucleotides directed against
the P15 loop region of E. coli RNase P RNA. A) Complexes assumed to be formed
between antisense oligonucleotides and RNase P RNA. Nucleotides of the target
region are shown in green (nt 292 and 293 in purple) ; nt in grey represent the 13-
mer; the 5�-proximal parts of the other short oligomers are indicated by lines (15-
mer, orange; 14-mer, red; 12-mer, light blue; 11-mer, light green); the 27-mer
(dark blue) was identical to the 14-mer in its 3�-proximal portion (indicated by a
line) but carried a 5� extension with the potential to pair with the 5� half of P18,
including its apical tetraloop (marked by dotted blue lines). B) Normalized rate
(krel) of ptRNAGly processing by E. coli RNase P RNA as a function of oligonucleotide
concentration. Ki values listed in the box represent the oligonucleotide concen-
tration at 50% inhibition relative to the uninhibited reaction (see also Table 1). For
assay conditions, see the Methods section. C) Inhibition of cleavage activity by the
RNA 11-mer and 12-mer relative to the other oligomers at a twofold excess (20 nM)
of oligonucleotide over RNase P RNA (10 nM). Measurements were made by
utilizing the same assay as in (B).
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(Figure 3, dotted vertical line). In addition, a novel site of lead
hydrolysis appeared in the presence of the RNA or DNA 14-mer
that corresponds to the 5�-proximal strand of helix P15 that is
disrupted upon oligomer invasion (Figure 3, arrow).


Inhibition specificity


RNase P RNA from E. coli represents the structural type A among
bacterial RNase P enzymes.[17] Two prominent pathogens,
K. pneumoniae and Pseudomonas aeruginosa, also belong to this
subclass of RNase P enzymes. RNase P RNAs from K. pneumoniae
and E. coli have identical sequences in the P15 loop region,
whereas some nucleotide identities differ in RNase P RNA from
P. aeruginosa (Figure 4).[4] In the presence of a twofold molar
excess of the RNA 14-mer (20 nM) relative to RNase P RNA, the
enzymes from K. pneumoniae and E. coli were inhibited with


Figure 4. A) Rate of processing (kobs) of ptRNAGly (100 nM) by RNase P RNA (10 nM)
from E. coli, K. pneumoniae (K. pneu.), or P. aeruginosa (P. aeru.) either in the
absence or presence of RNA 14-mer (20 nM). Assays were conducted as described
in the Methods section. B) Predicted complementarity of the RNA 14-mer (in red)
to RNase P RNAs from K. pneumoniae and P. aeruginosa. RNase P RNAs from
E. coli and K. pneumoniae have identical sequences in the P15 loop region;
nucleotide identities that differ in P. aeruginosa RNase P RNA relative to the two
other bacterial RNase P RNAs are marked in purple ; green nucleotides and the
conserved G residues (blue; G292/G293 in E. coli RNase P RNA) are complemen-
tary to the RNA 14-mer.


equally high efficiency. In contrast, inhibition of P. aeruginosa
RNase P RNA was only moderate under the same conditions
(Figure 4), which can be attributed to the successive G ¥ U wobble
pair and A ± C mismatch in the central region of the hybrid helix.
This result suggests that even single mismatches in the 14-bp-
long hybrid helix will greatly reduce inhibition efficacy. The 14-
mer sequence is unique in the E. coli genome (data not shown),
which further supports the hypothesis that it is highly specific for
the E. coli RNase P RNA target.


It will be interesting to test if the efficacy and specificity of the
inhibition strategy applies to bacterial type A RNase P enzymes
in general. This could be analysed by, for example, reversing the
above experiment and using a 14-mer complementary to
P. aeruginosa RNase P RNA, which would be expected to inhibit
this ribozyme more efficiently than that from E. coli.


Inhibitor association and dissociation


The inhibition efficacy of the 14-mer in its RNA and DNA versions
depends on the length of time the inhibitor and RNase P RNA are
preincubated together before starting the processing reaction
by addition of ptRNA substrate (Figure 5). Maximum inhibition


Figure 5. Inhibition efficacy as a function of oligomer ± RNase P RNA preincu-
bation time. The rate of processing (kobs) of ptRNAGly (100 nM) by E. coli RNase P
RNA (10 nM) was measured in the presence of RNA 14-mer (10 nM, filled circles) or
DNA 14-mer (100 nM, open circles). RNase P RNA was preincubated with RNA or
DNA 14-mer in standard assay buffer at 37 �C for the time periods indicated and
processing reactions were started by addition of substrate ; kobs values represent
initial reaction velocities. For further details, see the Methods section.


was achieved with both oligomers after 40 min preincubation.
Toward an estimate of oligonucleotide association rates and to
clarify whether the lower inhibition efficiency of the DNA 14-mer
is due to a higher dissociation rate, we first determined the Kd


value for 14-mer binding to E. coli RNase P RNA by utilizing a spin
column assay (see the Methods section). The Kd values for the
RNA and DNA 14-mers at room temperature were determined to
be 0.7�0.2 nM and 2.6� 0.4 nM, respectively (Table 1). Differ-
ences between these values and the corresponding Ki values
(2.2 nM and 25 nM; Table 1) may to some extent be explained by
the higher temperature (37 �C) used in the processing assays.
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We next analyzed the rate (koff) of RNA and DNA 14-mer
dissociation from RNase P RNA. For this purpose, trace amounts
of 5�-[32P]-labeled 14-mer were incubated for 40 min at 37 �C with
E. coli RNase P RNA at concentrations close to complex
saturation (2 nM in the presence of the RNA 14-mer, 16 nM in
the presence of the DNA 14-mer). A 100-fold molar excess
(relative to RNase P RNA) of the corresponding unlabeled 14-mer
was then added and aliquots were withdrawn at various time
points and analyzed for the fraction of 5�-[32P]-labeled 14-mer still
bound to RNase P RNA (for details, see the Methods section). In
such a set-up, dissociation is essentially irreversible because
every radiolabeled oligonucleotide that is released from the
complex will be replaced by an unlabeled oligonucleotide
molecule. The DNA 14-mer had a koff value of about 0.22 h�1,
while the koff value of the RNA 14-mer was about 15-fold lower
(0.016 h�1; Figure 6; Table 1). Based on the Kd and koff values, we


Figure 6. Determination of dissociation rate constants (koff) for complexes
formed between E. coli RNase P RNA and either the RNA (A) or DNA (B) 14-mer
(data from one representative experiment). A solution of RNase P RNA and
radiolabeled oligonucleotide was preincubated to allow the mixture to reach
binding equilibrium and was then challenged by a chaser of unlabeled
oligonucleotide (100-fold excess over labeled oligomer). Dissociation is essentially
irreversible in such an experiment because every radiolabeled oligonucleotide
that is released from the complex will be replaced by an unlabeled oligonucleo-
tide molecule. The decrease in the fraction of 32P-oligomer present in the complex
as a function of time after addition of the chaser was plotted, and data were fit to
a single exponential yielding koff values of 0.0135� 0.0026 h�1 for the RNA 14-mer
(A) and 0.214� 0.017 h�1 for the DNA 14-mer (B). C0 , maximum fraction of 32P-
oligomer in complex with RNase P RNA (time point zero) corrected by the fraction
of 32P-oligomer eluting from the spin column in controls lacking RNase P RNA; C,
remaining fraction of 32P-oligomer in the complex at different time points after
addition of excess unlabeled oligonucleotide, corrected as described for C0 ; for
further details, see the Methods section.


calculated association rate constants (kon) of 2.3�104 M�1 s�1 for
the DNA 14-mer and about 0.6� 104 M�1 s�1 for the RNA 14-mer
(see the Methods section).


Discussion


Mechanism of ribozyme inhibition


Our rational approach has identified a 14-nt-long RNA oligonu-
cleotide that invades the P15 loop region of bacterial RNase P
RNA of the structural type A, as found in E. coli, K. pneumoniae, or
P. aeruginosa. The RNA and DNA 14-mers hybridized over their
entire length with the target (Figure 3), and thereby disrupted
the endogenous P15 helix of RNase P RNA. The RNA 14-mer
showed the tightest binding (Table 1) to its target in our in vitro
assays. The high inhibition efficacy is probably brought about by
two effects: 1) direct interference with substrate binding to the
active site of RNase P RNA and 2) induction of misfolding of the
catalytic core of RNase P RNA. Induction of misfolding by
antisense oligonucleotides has recently been explored as a
strategy to inhibit autocatalytic removal of a Group I intron from
ribosomal RNA transcripts of the human pathogen Candida
albicans.[18] A single specific region of the intron (the P3/P7
region) was identified that could be driven into an inactive
conformation by antisense oligonucleotides. The best Ki values
(30 ± 150 nM) were obtained with a fully 2�-O-methyl-substituted
dodecamer, a dodecamer of identical sequence containing six
locked-nucleic-acid (LNA) and six DNA residues, and an octamer
fully substituted with LNA residues.[18]


Our assumption that E. coli RNase P RNA will be arrested in an
inactive conformation upon 14-mer invasion is borne out by
mutational studies, in which comparatively minor structural
changes introduced into the P15 region (point mutations G300
to C or C301 to G) caused RNase P RNA inactivity in vivo.[15]


Similar results were obtained with E. coli RNase P RNA variants
carrying a deletion of G291 and G292.[19] A G296 to A mutation in
P15 was also found to strongly interfere with RNase P RNA
function, although in this case in vivo function was not tested.[20]


Kinetics of 14-mer interaction with RNase P RNA


Differences in the Kd values for the DNA and RNA 14-mers were
shown to be due to a more than tenfold lower dissociation rate
of the RNA 14-mer (Table 1), the value of which was hardly
measurable (0.016 h�1). With respect to the in vivo situation, this
result may suggest that an RNA 14-mer, once stably bound to an
RNase P RNA molecule, will remain almost irreversibly bound to
the ribozyme (approximately 10% dissociation after 6 h),
possibly over several generation times.


Association rates for the RNA and DNA 14-mer were estimated
to be on the order of 104 M�1 s�1, similar to rates measured for
other artificial antisense systems.[21] Annealing of the 14-mers to
the P15 loop region was associated with disruption of local
RNase P RNA structure (Figure 3). It has been shown before that
the tightest binding of antisense oligonucleotides occurs at
target sites for which target structure disruption is minimal, with
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affinity a function of the association rate.[22] Since RNase P RNA is
a highly structured RNA, annealing of oligonucleotides of at least
10 nt is predicted to be generally associated with an energeti-
cally unfavorable disruption of local or even global structure.
Thus, the upper limit for association rates is expected to be on
average lower for structured, stable RNAs than for mRNAs, which
tend to possess more extended segments that are easily
accessible.


Association rate constants on the order of 106 M�1 s�1 were
obtained for natural antisense systems in vitro, which apparently
correlates with the efficiency of antisense control in vivo.[23] Our
initial intention was to mimic the natural CopA ± CopTsystem for
inhibition of RNase P RNA and thereby adopt its feature of high
association rates.[10] Our results with the best-performing 14-mer
demonstrate that this ambitious goal is probably hard to achieve
by rational design. Optimization of association rates likely
requires target and antisense RNA co-evolution as in natural
RNA ± RNA interaction systems. Nevertheless, it will be worth
investigating whether LNA variants of the 14-mer have improved
association kinetics as a result of the ™preorganization∫ of LNA
oligonucleotides into an A-helix-like backbone conforma-
tion.[24, 25] Interestingly, a so-called U-turn motif in the apical
loop of the CopT antisense RNA is also assumed to preform an
A-helical conformation of loop nucleotides and may thus
improve binding specificity and rate.[23]


Perspectives for in vivo application


The RNA 14-mer is a more efficient inhibitor than shorter variants
such as the 12-mer and 11-mer (Figure 2C). We are currently
investigating LNA derivatives of the 14-mer because LNA
building blocks not only stabilize oligonucleotides against
nucleolytic attack but, as mentioned above, also dramatically
increase target affinity because of the locking of the C3�-endo
sugar conformation typical of A-helical RNA-like double
strands.[24, 25] As a result, even LNA octamers can elicit very
efficient and, surprisingly, specific inhibition effects under
conditions where DNA or RNA octamers of the same sequence
are inefficient.[18] The reduced length of the efficient LNA
oligonucleotides should allow the extent of target structure
disruption to be lowered and may thus improve affinity by
increasing the association rate.[22] The smaller sizes of the LNA
oligomers should also alleviate the problem of bacterial cell
entry in approaches relying on exogenous oligonucleotide
application.


A peptide nucleic acid (PNA) version of the 14-mer may be
another option worth testing, since the neutral backbone of a
PNA is assumed to minimize the electrostatic repulsion problem
for bacterial cell entry experienced with standard nucleic
acids.[26] Covalent attachment of PNA to bioactive peptides that
facilitate bacterial cell wall/membrane permeation has been
demonstrated to greatly improve exogenous antisense PNA
delivery into E. coli cells and thus to increase antisense potency
by up to two orders of magnitude.[26]


The RNA 14-mer also inhibits the E. coli RNase P holoenzyme in
vitro.[10] We are currently testing its efficacy in vivo by
endogenous expression in E. coli. In vivo, several factors may


modulate and even improve inhibition efficacy. For example,
proteins may accelerate annealing of antisense and target RNAs,
as shown for the human tumor suppressor protein p53.[27]


Antisense oligonucleotides may also access bacterial RNase P
RNA more efficiently during transcription before the ribozyme
folds into its compact tertiary structure.


The major obstacle to effective control of bacterial pathogens
by antisense-based approaches is the specific targeting of and
delivery into pathogenic bacteria. Successful future strategies
may utilize chimeric approaches, such as the covalent coupling
of modified oligonucleotides to aminoglycosides or arginine-
substituted aminoglycosides, or the tethering of oligonucleo-
tides to antimicrobial, membrane-disruptive peptides.[28]


Methods


Inhibitor RNA and DNA oligonucleotides : Oligonucleotides were
synthesized or purchased and purified as previously described.[10]


The following inhibitor oligonucleotides were employed in the study
described herein: RNA Mhyo 5�: 5�-CCUAUUUUUUUUAC-
CAAAAUUUAGG;[10] RNA 15-mer: 5�-CAAGCAGCCUACCAG; RNA 13-
mer: 5�-CAAGCAGCCUACC; RNA 12-mer: 5�-GCAGCCUACCAG; RNA
11-mer: 5�-GCAGCCUACCC; RNA 27-mer: 5�-UCGCUCACUGGCU-
CAAGCAGCCUACCC; RNA 14-mer: 5�-CAAGCAGCCUACCC; DNA 14-
mer: 5�-CAAGCAGCCTACCC.


PCR and cloning : For the amplification of the RNase P RNA gene
(rnpB) of K. pneumoniae, total DNA from K. pneumoniae strain
3025[29a] served as the template; Primer 1 (5�-CCGGAATTCGTAATAC-
GACTCACTATAGGAAGCTGACCAGACAGT) and Primer 2 (5�-
GCGGGATcctaggTGAAACTGACCGATAAGCC) were used. Genomic
DNA of Pseudonomas aeruginosa PB 2036 (ATCC 10145; leu-38, res�,
mod�[29b) ] ) served as the template for cloning of the corresponding
rnpB gene, with Primer 3 (5�-CCGGAATTCGTAATACGACTCACTATAG-
GAGAGTCGATTGGACAGT) and Primer 4 (5�-GCGGGATccatggGA-
GAGTCGATCTATAAGCCGG) for PCR amplification. The 5� primers 1
and 3 introduced a terminal EcoRI restriction site (underlined) and a
T7 promoter (bold), the 3� primers 2 and 4 BamHI restriction sites
(underlined) and StyI or NcoI restriction sites, respectively (lower case
letters). PCR fragments were cloned into pUC19 by using EcoRI and
BamHI restriction sites, which resulted in plasmids pUCKprnpB and
pUCParnpB. Nucleotide sequences for plasmid inserts were con-
firmed by dideoxy sequencing (MWG-BIOTECH AG). The resulting
rnpB clone of K. pneumoniae 3025 deviated from that deposited in
the RNase P database[4] at positions 42 (C to U exchange), 119 (G to
A), and 120 (A to G).


Enzymatic RNA synthesis : The ptRNAGly substrate and RNase P RNAs
were synthesized by T7 run-off transcription essentially as previously
described:[30] ptRNAGly from plasmid pSBpt3�hh linearized with
BamHI,[31] E. coli RNase P RNA from plasmid pDW98 linearized with
BsaAI,[31] K. pneumoniae RNase P RNA from plasmid pUCKprnpB
linearized with StyI (see above), and P. aeruginosa RNase P RNA from
plasmid pUCParnpB linearized with NcoI (see above). K. pneumoniae
RNase P RNA was also directly transcribed from its genomic PCR
amplification product. Transcription reactions for RNase P RNAs were
subjected to phenol/chloroform (1:1) extraction, concentrated by
EtOH precipitation, and purified by electrophoresis in 7% polyacryl-
amide/8 M urea gels as previously described.[32]


5� 32P end labeling of RNAs and DNA oligonucleotides : 5� end
labeling of precursor tRNAs and DNA oligonucleotides with [�-32P]-
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adenosine triphosphate (ATP) and T4 polynucleotide kinase was
performed as described previously.[30]


3� end labeling of RNase P RNA and Pb2�-induced hydrolysis : 3�
[32P] end labeling of E. coli RNase P RNA and Pb2�-induced hydrolysis
were performed essentially as previously described.[30] Briefly, E. coli
RNase P RNA (12.5 nM, including 20000 Cerenkov cpm 3�-end-labeled
RNase P RNA), U1�Sm RNA[31] (1.3 �g), and either RNA 14-mer
(500 nM) or DNA 14-mer (5 �M) were incubated for 1 h at 37 �C in
1.25� buffer A (1�buffer A: 0.1 M Mg(OAc)2, 0.1 M NH4OAc, 50 mM


tris(hydroxymethyl)aminomethane (Tris)-HCl, pH 7.1 at 37 �C) in a
reaction volume of 4 �L. Pb2�-hydrolysis reactions were started by
adding lead acetate solution (1 �L, 50 or 100 mM), followed by
incubation for 10 min at 37 �C. Reactions were stopped by addition
of loading buffer[30] (7 �L) supplemented with ethylenediamine-
tetraacetate (EDTA; 120 mM) and shock freezing in liquid nitrogen.


Limited digestion by RNase T1 and alkaline hydrolysis : Limited
digestion by RNase T1 was performed by incubation of E. coli RNase
P RNA (20000 Cerenkov cpm) in buffer B (20 mM sodium citrate/HCl,
0.2 mM EDTA, 1.4 M urea, pH 5.0) containing RNase T1 (0.06 units;
Gibco BRL/Life Technologies) for 5 min at 55 �C (10 �L reaction
volume). Reactions were stopped by adding loading buffer (10 �L)
followed by shock freezing in liquid nitrogen. For limited alkaline
hydrolysis, E. coli RNase P RNA (35000 Cerenkov cpm) was boiled for
5 min in NaHCO3 (46 mM) and reactions were stopped by adding an
equal volume of loading buffer and freezing in liquid nitrogen.


Kinetics : Processing assays using E. coli, K. pneumoniae, or P. aeru-
ginosa RNase P RNA and data analysis were performed as previously
described,[10] if not stated otherwise.


Measurements of Kd and koff : Kd values were measured at room
temperature by using the spin column assay.[33, 34] The rate (koff) of
RNA 14-mer dissociation from E. coli RNase P RNA was determined by
competition experiments. Trace amounts of RNA 14-mer (77000
Cerenkov cpm) were preincubated for 40 min at 37 �C with RNase P
RNA (2 nM) in processing assay buffer I (0.1 M NH4OAc, 0.1 M Mg(OAc)2,
50 mM 2-[4-(2-hydroxyethyl)-1-piperazinyl]ethanesulfonic acid
(HEPES), pH 7.0) in a total volume of 220 �L. A 20-�L aliquot was
withdrawn and analyzed for complex formation by the spin column
assay.[33, 34] A solution of the RNA 14-mer (2 �L, 20 �M) was then added
to the remaining 200 �L preincubation mixture as competitor,
followed by immediate withdrawal of another 20-�L aliquot, which
was instantly analyzed by the spin column assay (see above). The
aforementioned two 20-�L aliquots, which corresponded to the
value of maximum complex formation, gave practically identical
yields of complex and the values were therefore averaged. Further
20-�L aliquots were withdrawn at various time points and analyzed
correspondingly. A control assay without RNase P RNA was
performed in such a way that aliquots were taken and analyzed at
the same time points as for the sample with RNase P RNA; this
procedure allowed us to confirm that assay conditions remained
stable after longer incubation periods. The off rate of the DNA 14-
mer was determined according to the same protocol, except that the
RNase P concentration was 16 nM and the stock solution of DNA 14-
mer competitor had a concentration of 160 �M. For the faster-
dissociating DNA 14-mer, very similar results were obtained with a
dilution assay. Here, trace amounts of DNA 14-mer (77000 Cerenkov
cpm) were preincubated for 40 min at 37 �C with RNase P RNA
(500 nM) in buffer I in a total volume of 10 �L. Then the mixture was
diluted by addition of more buffer I (190 �L), followed by instant
withdrawal and spin column analysis of a 20-�L aliquot correspond-
ing to the value of maximum complex formation. Further 20-�L
aliquots were withdrawn at later time points and analyzed corre-
spondingly. A sample without RNase P RNA, used to define the


background in the absence of complex formation, served as the
control (see above).
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RNA-Interference-Based Silencing of Mammalian
Gene Expression
Douglas S. Conklin*[a]


1. Introduction


In the five years since its initial description, RNA interference
(RNAi) has become a remarkably powerful method for the
suppression of gene expression in a variety of organisms. As a
technique that only requires short stretches of sequence
information to generate loss-of-function alleles for any gene, it
holds enormous promise in the functional analysis of genes
found in the recently completed genome sequences. It has
already become a standard tool in those organisms in which
traditional gene-knockout analysis is not feasible. In mammals, in
which traditional gene knockouts are labor-intensive, the advent
of RNAi has generated a great deal of excitement in its
application to drug-target identification and in its development
as a potential therapeutic.


RNAi was first described as a startling phenomenon in which
exogenously supplied doubled-stranded RNA (dsRNA) had
potent and specific effects in reducing the expression of
homologous endogenous genes.[1] Although it was immediately
put to work as a genetic tool, several groups set out to uncover
the novel molecular mechanism behind the phenomenon. The
results of these studies, which include genetic evidence from
C. elegans and biochemical evidence from a number of sys-
tems,[2] have provided a model in which RNAi occurs through a
two-step mechanism (Figure 1). In the first step, a sequence-


Figure 1. Cellular roles of the RNA-interference (RNAi) machinery. In addition to
processing exogenous dsRNA, the RNAi machinery is involved in the processing of
other double-stranded RNA (dsRNA) species shown. Exogenous dsRNA and
transgene-derived RNAs are processed into small interfering RNAs (siRNAs), which
silence mRNA by degradation. In the case of the microRNA (miRNA) precursors,
cognate targets are silenced by translational repression. The detailed mechanisms
of transposon and chromatin silencing are unknown at present but involve
transcription of repeat structures as an early step.


specific silencing factor composed of a 21 ±25-nucleotide (nt)
short dsRNA is produced from the longer input dsRNA.[3, 4] Short
dsRNAs of this size were originally isolated from Arabidopsis
plants undergoing posttranscriptional silencing and were found
to be complementary to both strands of the silenced gene.[5, 6]


That similar short dsRNAs were also involved in RNAi was
confirmed when, after isolation from cells undergoing silencing,
they were sufficient to suppress gene expression in Drosophila
S2 cells.[7±9] Since they appear to be a requisite component and
are sufficient to trigger RNA interference, these small RNAs have
been termed short interfering RNAs (siRNAs).


The structure of siRNAs gave clues to the mechanism by which
they were produced. Sequence analysis indicated that the
siRNAs contained two nucleotide 3�-overhangs.[8] This structure
suggested that the dsRNA was converted into siRNAs by an
Rnase III family nuclease. Such an enzyme was first identified in
Drosophila cells and subsequently found to exist in a number of
eukaryotes capable of RNAi. In keeping with its function it was
named Dicer.[10] Structurally, Dicer enzymes contain an amino-
terminal DExH/DEAH RNA helicase domain, tandemly repeated
RNase III catalytic domains, and a carboxy-terminal dsRNA-
binding domain.[11, 12] They also contain a piwi-argonaute-zwille
(PAZ) domain, which is specific to proteins involved in the RNAi
pathway.


The second step of the RNAi mechanism was elucidated
largely on the basis of biochemical evidence obtained in
Drosophila cells.[8, 13±15] This work established that siRNA products
of Dicer were incorporated into a multicomponent nuclease
complex, termed RISC (RNA-induced silencing complex). This
complex uses the sequence information contained within the
siRNA as a specificity determinant in the identification and
nucleolytic destruction within the region of homology of
cognate mRNAs. Although the mechanism of this complex is
still poorly understood, a number of its conserved protein
components are now known. These include homologues of the
Argonaute protein of Arabidopsis,[16] the fragile X mental-
retardation protein and the Vasa intronic gene (VIG) protein.[17]


Each of these has been implicated in some form of posttran-
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scriptional gene regulation; however, their roles within RISC are
unknown. In general, the study of RISC is difficult. A number of
argonaute gene family members are found in most species,
which raises the possibility that different types of RISC com-
plexes may exist within a cell, and the complex appears to play a
part in multiple cellular processes (Figure 1).[18]


That dsRNA-induced silencing phenomena exist in a variety of
evolutionarily diverse organisms[11, 19] suggested that the com-
ponents of this system played a basic role in cellular biology.
Since double-stranded RNA viruses and mobile genetic elements
have the potential to form dsRNA structures and are virtually
ubiquitous, it was thought that the RNAi pathway may have
evolved early in eukaryotes as a cell-based immunity against
genetic parasites such as viruses and transposable elements. In
this light, the dsRNA-dependent silencing of transgenes in plants
and endogenous genes in C. elegans were viewed as reprog-
rammed antiviral responses. It is now clear that this is only part
of the story. The RNAi pathway is a central player in a variety of
cellular processes related to the regulation of gene expression
(Figure 1).


Endogenous small hairpin-shaped RNAs, which contain re-
gions of dsRNA that are processed by the RNAi pathway, are now
believed to be ubiquitous regulators of gene expression. The
first examples of these, the C. elegans lin-4 and let-7 RNAs, were
dubbed small temporal RNAs (stRNAs) owing to their role in the
timing of developmental events.[20±23] Transcribed as short
(�70 nt) hairpins, these RNAs are processed into a 21±22-nt
mature form by the first step in the RNAi pathway and
subsequently guide RISC complexes to the 3� untranslated
region (UTR) of target mRNAs through imperfect base-pairing
interactions.[24±28] In the case of lin-4 and let-7, expression of the
targeted genes is inhibited at the level of protein synthesis, not
mRNA destruction. This is now believed to be a common
regulatory mechanism in eukaryotes, since hundreds of short
hairpins collectively termed microRNAs (miRNAs) have been
identified in C. elegans, Drosophila, mice, and humans.[29±33]


The RNAi machinery has also been shown to be involved in
gene silencing that occurs in heterochromatin.[34] The large
number of repeats and transposons found in eukaryotic
genomes are frequently associated with centromeres within
large regions of silent chromatin. In Schizosaccharomyces pombe,
deletion of the genes encoding Argonaute, Dicer, or RNA-
dependent RNA polymerase, which is responsible for the
amplification of dsRNA in some species,[35, 36] abrogated the
normal silencing of reporter constructs integrated within regions
of centromeric heterochromatin. Deletion of these genes also
impaired centromere function.[37] The precise mechanism of this
process is a mystery. dsRNA transcribed from repeated sequen-
ces at the centromeres is processed by the RNAi machinery and
in some way directs the methylation of histone 3 (H3) on lysine 9.
Methylated K9 H3 binds heterochromatin protein 1, which in
turn inhibits local transcription. Although surprising, this work
echoes links between dsRNAs and silencing of plant transgenes
by chromatin methylation of the homologous DNA region.[38, 39]


These results are important in that they establish that the RNAi
machinery is required for the pretranscriptional silencing of
genes and the proper function of centromeric DNA. They have


also sparked enormous interest in latent, noncoding dsRNA
transcripts.


2. siRNAs in Mammalian Cells


From the outset, RNAi proved to be a useful genetic tool. It
virtually revolutionized the genetics of C. elegans, enabling
genome-scale RNAi-mediated gene-function analysis.[40±43] As
mammals incorporate many of the same components of the
RNAi pathway as C. elegans, it was hoped that it would have a
similar effect on the genetics of mammals. Despite the
mechanistic similarities, however, several hurdles related to the
biology of mammals needed to be cleared before RNAi was
proven to be an effective genetic technique in mammals.


The largest impediment to the implementation of RNAi in
mammals is the physiological responses to dsRNA by these cells,
which, when triggered, result in cell death. These include the
induction of type I interferon (IFN) and the activation of two
classes of IFN-induced enzymes: PKR, the dsRNA-dependent
protein kinase, and 2�,5�-oligoadenylate synthetases, the prod-
ucts of which activate RNase L. As little as one molecule of dsRNA
longer than 30 nt is sufficient to trigger these responses,
eventually resulting in global inhibition of translation and
apoptosis.[44±47] Although these responses are absent in some
cell types, such as murine F9 and P19 embryonic carcinoma cell
lines, which can therefore be subjected to long dsRNA-based
gene silencing,[48±50] a more general solution to this problem was
needed for RNAi to become universally useful in mammalian
cells.


The key development in methodology for dsRNA-based
silencing in mammalian cells was to employ dsRNAs that would
fail to trigger the nonspecific dsRNA responses and yet still
induce RNAi-type silencing.[9, 51] By using dsRNAs that mimicked
siRNA duplexes produced by Dicer processing of long dsRNAs,
Tuschl and co-workers were able to demonstrate specific gene
silencing in a variety of mammalian cells.[9] Since these molecules
are easily produced by chemical synthesis, this has rapidly
become a standard technique for gene manipulation in
mammalian cells. Applications of siRNAs have been reviewed
extensively[52±56] and a variety of up-to-the-minute information is
generally available online (e.g http://www.dharmacon.com/,
http://www.ambion.com/techlib/resources/RNAi/index.html)


One interesting concept that has emerged from the extensive
use of siRNAs in gene silencing is the variable susceptibility of
target genes to siRNAs. The central event in RNAi-mediated gene
silencing is the interaction of the siRNA contained in RISC with its
complementary sequence within an mRNA. However, it appears
that all interactions between siRNAs and target sequences are
not equal. Not only do different genes respond differently to
silencing, but considerable variability in the degree of suppres-
sion exists between target sequences within a single gene.[57, 58] It
is thought that unknown intrinsic factors related to mRNA
abundance, structure, translation rate, or other features of the
RNAi mechanism are responsible. Further study of the mecha-
nism of RNAi is required before we can accurately predict the
suitability of a specific target sequence.
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The target RNA-cleavage reaction guided by siRNAs is
generally regarded as highly sequence-specific, requiring near
identity between the siRNA and its cognate mRNA. For example,
mismatches near the center of an siRNA duplex are most critical
to target recognition and essentially
abolish target RNA cleavage.[59] Mis-
matched bases near the ends of an
siRNA contribute little to the specific-
ity of target recognition. Some re-
searchers have taken advantage of
this to design target-allele-specific
siRNAs.[60, 61] Despite these indications
of the specificity, it is now clear that
siRNAs can have effects on nontar-
geted sequences. Microarray studies
have revealed that a single siRNA can
affect the levels of a variety of mes-
sages within a cell that are not
targeted.[62] These effects include the
silencing of nontargeted genes con-
taining as few as 11 contiguous nu-
cleotides of identity to the siRNA. In a
practical sense, it indicates that it is
advisable to test several different
siRNAs when silencing a gene of
interest.


3. Stable Silencing


The development of siRNAs for use in cell-culture genetics is an
enormous advance over the available technologies. Neverthe-
less, when compared to the power of RNAi in C. elegans, for
example, mammalian siRNA-mediated silencing is somewhat
limited. The first significant difference between RNAi in C. ele-
gans and mammalian cells is that mammalian cells do not take
up exogenously applied dsRNA efficiently. Mammalian cells must
be subjected to cationic lipids or electroporation for siRNAs to be
effective. Neither of these methods is particularly effective
in vivo. Another major distinction between C. elegans and
mammalian cells is that the RNAi response does not persist in
mammalian cells. Mammalian cells lack the ability to amplify the
RNAi response that worms have, and thus RNAi is limited to
approximately 6 ± 8 cell doublings.[63]


The issues of transfer efficiency and persistence of siRNAs in
mammalian cells served as a catalyst for the development of
stable RNAi-based silencing. In lower organisms, RNAi analysis of
gene function was greatly improved by the in vivo expression of
long dsRNA hairpins 500 ±1000 nt in length.[64±67] In each case,
the production of siRNAs by in vivo transcription and endoge-
nous Dicer cleavage improved both the delivery and duration of
the silencing effect as compared to transient, dsRNA-based
methods. Vector systems based on these ideas are now available
for use in C. elegans,[65] Drosophila,[66] and plants.[68]


The development of stable long dsRNA hairpin-based ex-
pression systems in mammals, however, was not so straightfor-
ward. Long dsRNA is an effective approach for silencing genes in
mammalian embryos,[69] and vectors have been constructed for


this purpose (see Figure 2).[70] This approach is not universally
applicable to cell lines. Although silencing by the use of long
dsRNA has been accomplished in mouse embryonic stem (ES)
cells and embryonic carcinoma cells,[70±73] the nonspecific effects


of long (�30 nt) dsRNA expression in eliciting the interferon
response in normal, differentiated somatic cell types[44][46]


required a novel strategy for stable dsRNA-based silencing in
these cells.


To overcome these problems, many groups turned to the
endogenous short hairpin miRNAs as a model for expressing
dsRNAs for silencing in cells.[58, 74±76] With short double-stranded
stems, they were unlikely to trigger the nonspecific responses
and were already known to be substrates of Dicer. Although the
overall structure of miRNAs was retained, sequences within the
stems of the encoded RNAs were engineered to be homologous
to targeted gene sequences. In this way, silencing could be
reprogrammed to specifically target any gene of choice. The
similarity to miRNAs was somewhat superficial, however, as
simple stem structures that were perfectly identical to the
targeted gene and caused its degradation rather than transla-
tional arrest were found to be most effective.[76] Nevertheless,
this approach largely solved the problems related to RNAi
persistence and transfer efficiency in mammalian cells (see
Figure 2).


To date, several groups have developed workable strategies
for stable gene silencing in mammalian cells.[58, 74±77] In most
cases, mammalian promoters are used to drive the expression of
an interfering short hairpin RNA (shRNA) from DNA vectors
introduced to cells by commonly used gene-transfer methods
such as transfection or infection. Promoters using RNA polymer-
ase III are employed in most cases, since this enzyme precisely
initiates and terminates small, highly structured RNA tran-
scripts[78] and is active in most, if not all, embryonic and somatic
cell types. These include the mouse[79] and human U6-snRNA


Figure 2. RNA-interference delivery strategies. Four major methods of introducing RNAi triggers are listed with
schematics and typical applications of each. A representative long dsRNA and short hairpin RNA (shRNA) vector
are shown. The elements depicted in the shRNA vector are typically included to improve the gene-transfer
efficiency and stability of the silencing effect. Note that a siRNA or siRNA-like molecule is generated in each
approach.
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promoters[76, 80, 81] , the human RNase P (H1) RNA promoter[58, 74]


and the human Val-tRNA promoter.[61] Although the production
of shRNAs by using pol III is the most common approach, other
strategies exist. These include expressing miRNA-like constructs
from an RNA polymerase II (cytomegalovirus) CMV immediate-
early promoter[75] and using separate U6 promoters to produce
single-stranded 21-nt RNAs, which presumably anneal within the
cell to form structures identical to siRNAs.[77]


For shRNAs, the available evidence suggests that construct
design is relatively flexible. Double-stranded stems between 18
and 29 nt in length are roughly equivalent in efficacy.[82]


Sequences of this length are long enough to serve as substrates
for Dicer and contain unique silencing information, yet are still
small enough to evade the PKR and interferon pathways. One of
the strands of the stem structure should be complementary to
the sense strand of the targeted mRNA. Whether it is the 5� stem
strand or the 3� stem strand is not important.[58, 74, 76, 79±81] The
sequence of the loop is also fairly unimportant. Loop structures
between 3 and 9 nt in length work well, longer loops may be
deleterious.[82] Target selection is poorly understood as is the
case with siRNAs. The somewhat imprecise published guidelines
with which to select hairpin target sites suggest a target
sequence near the 5� end of the gene with a GC content of
approximately 50%. Many target sites that do not share these
criteria are highly effective, including several cases in which the
3� end of the gene was the best choice.[83, 84]


The many vagaries of short hairpin construct design have
been incorporated in online design tools that simplify the entire
process (http://katahdin.cshl.org:9331/RNAi/, http://jura.wi.mit.
edu/bioc/siRNA/, http://www.dharmacon.com/, http://www.
ambion.com/techlib/misc/siRNA finder.html). Once a target
gene is selected, DNA oligonucleotides that encode shRNA
corresponding to the gene are cloned downstream of a
promoter into a vector suitable for gene transfer into mamma-
lian cells. The power of shRNAs lies in their ability to continually
silence targets after being stably transferred to host cells. For this
reason, vectors that make use of gene-transfer methodologies
that are inherently stable, such as retroviral integration, lentiviral
integration, and adenoviral expression, are better choices for
shRNA expression.


4. shRNA-Mediated Silencing in Animals


The stable suppression afforded by shRNAs has also been
harnessed to affect the phenotypes of animals. The function of
some genes, such as those that function in developmental,
behavioral, and other complex processes, can only be studied in
terms of the effect that a mutation has at the level of the
organism. For this reason, classical mouse knockouts have been
invaluable in investigating the function of many genes. Expres-
sion of an shRNA generates what is effectively a dominant loss-
of-function mutation. That it is dominant avoids a major
impediment of conventional knockout technologies, which
require a significant investment of time and resources in the
production of homozygous disruption alleles.


That stable RNAi could be used effectively to create loss-of-
function alleles at the organism level in mammals was proven by


using a modified hydrodynamic transfection method to deliver
siRNAs and a luciferase reporter gene to the livers of adult
mice.[85] Monitoring luciferase activity with quantitative whole-
body imaging demonstrated that expression of a targeted
luciferase reporter was specifically silenced to levels less than 5%
of controls by a co-injected siRNA- or an shRNA-expression
plasmid.


Recently, it has been demonstrated that short hairpin RNAs
can be used to generate transgenic knockout animals.[86, 87] ES
cells carrying shRNA vectors that targeted a ubiquitously
expressed GFP reporter were used to generate transgenic mice
that exhibited silencing in all tissues.[86] Suppression levels of up
to 4% of untreated controls were observed and lasted for several
weeks in F1 transgenic animals after introduction of the
transgene. This approach has also been shown to be effective
with endogenous targets.[87] An shRNA construct that effectively
targets the murine DNA glycosylase-encoding neil1 gene in ES
cells was used to generate transgenic mouse lines. Animals that
carried the neil1-targeted shRNA expression vector all displayed
reduced levels of neil1 mRNA and contained siRNAs correspond-
ing to a Dicer-processed form of the shRNA. Consistent with a
role for neil1 in DNA repair, cells from these mice exhibited
increased sensitivity to ionizing radiation.


Several groups have now reported improved vector systems
for the construction of shRNA-based knockdown animals.[88±90]


These vectors are based on self-inactivating lentiviruses, which
are less susceptible to silencing during mouse development and
are ideally suited for the generation of transgenic animals
through infection of embryonic stem cells or single-cell em-
bryos.[91] In addition to an shRNA expression cassette, most
express EGFP as a reporter that allows infected cells to be
selected by flow cytometry. A variety of reporter and endoge-
nous genes have been silenced in mice using these systems.


A general issue with RNAi-based approaches is whether the
reduction of expression, which typically approaches but does
not reach 100% reduction in expression, is sufficient to generate
an obvious phenotype. Although it was originally hoped that
RNAi in transgenic animals would substitute for the classical
generation of knockouts, it seems likely that in some instances
RNAi will prove to be a poor substitute for the complete
disruption of a gene. Nevertheless, it is now clear that hairpins
that are less than completely effective may be equally valuable
as an investigation tool. Incomplete loss-of-function mutations
in genes essential for viability are, in general, much more useful
than nulls. This is true of genes involved in development where
classical gene knockouts are of limited use as they eliminate
gene function universally in the embryo. Even in genes that are
not lethal, hairpins that do not completely silence a targeted
gene are useful since they can give rise to subtle phenotypes
that aid in determining the function of a gene in a given process.
In a study with retroviral shRNA constructs that had intrinsic
differences in their ability to silence the targeted mouse p53
gene, different hairpins produced phenotypes of varying
severity at both the cellular and organism levels.[92] p53 shRNAs
that drastically reduced levels of the tumor-suppressor protein
led to the formation of aggressive tumors and premature death
of mice. Relatively ineffective p53 shRNAs had minimal effects on
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p53 levels and resulted in animals with a mild form of the disease
with no effects on mortality. The utility of shRNAs that do not
completely silence their target, coupled with the increased ease
of generating mutant animals represent significant advances in
the methodologies for elucidating gene function in vivo.


5. Summary and Outlook


Owing to the robust nature of the process, RNAi-based gene
silencing is certain to be a valuable technique for the foreseeable
future. That it is effective in vitro and in vivo suggests that the
limits to its utility are only in the types of phenotypes and assays
that apply to mammalian cells. The rugged nature of the
approach derives in large part from the fact that RNAi, as
opposed to antisense, makes use of a collection of cellular
enzymes that has been honed by millions of years of evolution
for the express purpose of gene silencing.


Although highly useful already, a number of improvements to
the current technologies are likely to emerge in the near future
(see Figure 3). Inducible hairpin promoters that express shRNAs
only in response to small molecule inducers or in specific tissue


types would be valuable in the analysis of genes that are
essential, have multiple roles in development, or that are related
to behavior. Vectors that express several silencing constructs
simultaneously would improve combinatorial silencing.[82] Since
RNAi acts in a dominant fashion, multiply mutant cells and
animals can be generated in the time that it takes to generate a
single heterozygous founder by conventional methods.


Perhaps the most pertinent application of RNAi in mammalian
cells is directly related to the fact that its discovery has coincided
with the appearance of thousands of genes of unknown function
in the mammalian genomic sequencing project databases. Since
RNAi requires only short DNA sequences to manufacture potent
reagents to knockdown gene expression, the sequence data-
bases provide all the information required for genome-wide
gene-function analysis projects. Arrayed libraries of siRNAs or
hairpins that target each ORF in a mammalian genome are being
constructed for use in phenotype-based, mid- to high-through-
put screens in vitro and in vivo.[2, 93, 94] The hope is that the role of
any gene product in a given biological process can be tested
without extensively developed reagents or presuppositions of its
function.


Finally, RNAi may have a future in the direct treatment of
disease.[94±104] In contrast to standard gene therapy, which
normally relies on the ectopic expression of proteins, RNAi can
diminish the effects of deleterious gain-of-function mutant
genes or the genes of infectious pathogens. Evidence for the
potential of RNAi as a therapeutic has been demonstrated by a
number of groups.[105±107] As with any gene-therapy approach,


however, issues related to delivery and safety
are likely to pose major obstacles. Until these
are overcome; RNAi will remain one of the
most important tools for target discovery and
validation in the development of small-mole-
cule therapeutics.
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Evaluation of Bacterial RNase P RNA as a Drug
Target
Dagmar K. Willkomm,[a] Heike Gruegelsiepe,[a] Olga Goudinakis,[b]


Rosel Kretschmer-Kazemi Far,[c] Rolf Bald,[d] Volker A. Erdmann,[d] and
Roland K. Hartmann*[a]


RNA has gained increasing importance as a therapeutic target.
However, so far mRNAs rather than stable cellular RNAs have been
considered in such studies. In bacteria, the tRNA-processing enzyme
RNase P has a catalytic RNA subunit. Fundamental differences in
structure and function between bacterial and eukaryotic RNase P,
and its indispensability for cell viability make the bacterial enzyme
an attractive drug target candidate. Herein we describe two
approaches utilized to evaluate whether the catalytic RNA subunit
of bacterial RNase P is amenable to inactivation by antisense-based
strategies. In the first approach, we rationally designed RNA hairpin
oligonucleotides targeted at the tRNA 3�-CCA binding site (P15 loop
region) of bacterial RNase P RNA by attempting to include
principles derived from the natural CopA±CopT antisense system.
Substantial inactivation of RNase P RNA was observed for Type A
RNase P RNA (such as that in Escherichia coli) but not for Type B (as
in Mycoplasma hyopneumoniae). Moreover, only an RNA oligo-
nucleotide (Eco 3�) complementary to the CCA binding site and its


3� flanking sequences was shown to be an efficient inhibitor.
Mutation of Eco 3� and analysis of other natural RNase P RNAs with
sequence deviations in the P15 loop region showed that inhibition
is due to interaction of Eco 3�with this region and occurs in a highly
sequence-specific manner. A DNA version of Eco 3� was a less
potent inhibitor. The potential of Eco 3� to form an initial kissing
complex with the P15 loop did not prove advantageous. In a
second approach, we tested a set of oligonucleotides against E. coli
RNase P RNA which were designed by algorithms developed for the
selection of suitable mRNA targets. This approach identified the
P10/11-J11/12 region of bacterial RNase P RNA as another
accessible region. In conclusion, both the P15 loop and P10/11-
J11/12 regions of Type A RNase P RNAs seem to be promising
antisense target sites since they are easily accessible and
sufficiently interspersed with nonhelical sequence elements, and
oligonucleotide binding directly interferes with substrate docking
to these two regions.


Introduction


Endonucleolytic 5� maturation of tRNA primary transcripts, one
of the prerequisites of protein synthesis, is catalyzed by the
ribonucleoprotein enzyme ribonuclease P (RNase P) in all three
kingdoms of life (Archaea, Bacteria, and Eukarya), as well as in
mitochondria and chloroplasts.[1±3] The enzyme has been shown
to be essential for cell viability in pro- and eukaryotes.[1, 4, 5]


Recently, systematic inactivation of Bacillus subtilis genes has
revealed that the genes for RNase P components belong to the
relatively small fraction of genes (about 300 out of 4100 tested)
that are indispensable for bacterial life.[6] The RNase P enzymes of
bacteria are composed of a catalytic RNA subunit about 400
nucleotides in length, and a single small protein that contributes
only 10% to the mass of the holoenzyme.[7] An RNA subunit of
similar size is found in archaea, eukaryotic nuclei, and many
mitochondria.[7] However, in contrast to bacterial RNase P,
archaeal and eukaryotic nuclear RNase P enzymes contain
multiple protein subunits that make up more than 50% of the
holoenzyme mass (for example, nine protein subunits in
Saccharomyces cerevisiae and ten in Homo sapiens).[4, 5] The
striking differences in bacterial and eukaryotic RNase P archi-
tecture entail functional consequences. First, bacterial RNase P
RNA subunits can sustain catalytic activity in vitro in the absence


of the protein complement, but their eukaryotic counterparts
cannot.[1±3] Second, substrate recognition by bacterial RNase P
enzymes involves multiple RNA±RNA interactions, whereas
protein ± RNA contacts seem to prevail in eukaryotic systems.
For example, cross-linking studies utilizing 4-thio-uridine-labeled
precursor tRNA (ptRNA) have revealed photoadducts of ptRNA
with protein subunits of eukaryotic RNase P enzymes, but not
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with their RNA subunits.[8] In contrast, photoadducts were only
detected with the RNA component in parallel control experi-
ments with the RNase P holoenzyme from Escherichia coli.[8] One
RNA±RNA contact between ptRNA substrates and many
bacterial RNase P RNAs involves the 3�-CCA terminus of the
tRNA body and a specific internal loop of RNase P RNA, referred
to as the P15 loop. Two conserved G residues within this loop
form Watson ±Crick base pairs with the two consecutive C
residues of the CCA motif.[2, 9±11] Eukaryotic RNase P enzymes
apparently lack a corresponding binding site for tRNA 3�-CCA
termini, neither do their RNA subunits have the structural
equivalent of the bacterial P15 loop that would be able to base-
pair with the substrate 3�-CCA motif. This observation explains
why this element is unimportant in determining enzyme
efficiency in eukaryotic systems.[2] It is also consistent with the
fact that eukaryotic ptRNA primary transcripts carry a polyuridine
stretch as their 3�-trailing sequence and initially
lack a 3�-CCA sequence.[5]


RNA is becoming an increasingly important
therapeutic target. However, mainstream ap-
proaches have so far focused on mRNAs,
whereas structured RNAs have been largely
neglected as targets in antisense-based inves-
tigations. In strategies against bacteria, for
which catalytic RNAi machineries are not avail-
able, antisense-related approaches represent a
serious but little-explored option. Bacterial
RNase P combines several favorable target
features. It contains a stable catalytic RNA
subunit with limited turnover relative to many
mRNAs, which leads to the prediction that
inactivation of this subunit will result in a rather
persistent phenotype. Also, the enzyme is a
highly efficient catalyst, consistent with its
generally low cellular abundance.[1] For exam-
ple, E. coli cells contain a 60 to 100-fold molar
excess of ribosomes over RNase P RNA.[12] Thus,
lower intracellular drug concentrations should
be required for inactivation of RNase P relative
to the concentrations required for ribosomes. In
comparison with tRNAs, another class of po-
tential RNA targets essential for protein syn-
thesis, RNase P RNA has the advantage of
having a larger sequence space than tRNA. This
fact, the high sequence similarities between
different tRNA species, and the particularly rigid
architecture of tRNA molecules predict that
specificity and efficacy of antisense interaction
will be superior for RNase P RNA compared with
tRNA. Finally, the difference in structure and
function between bacterial and eukaryotic
RNase P enzymes provides a further argument
in favor of strategies that aim at combatting
bacterial pathogens by inactivating their essen-
tial RNase P activity while leaving the human
enzyme unaffected. With a similar goal in mind,
Gopalan and coworkers[13] recently tested the


inhibition of bacterial RNase P by aminoglycoside ± arginine
conjugates. Such arginine derivatives were found to be more
potent inhibitors than the corresponding aminoglycosides
themselves and, moreover, inhibited human RNase P to a
substantially lower extent than RNase P from E. coli.[13]


Herein, we describe two approaches that were pursued to
evaluate whether bacterial RNase P can be inactivated by
antisense-based strategies. In the first approach, we conceived a
rational design directed against the CCA binding site. This region
combines several features of a favorable target: it is part of the
active site and thus crucial for enzyme function, is positioned at
the enzyme periphery[14] and inferred to be easily accessible, and
a comparable CCA binding site is missing in human RNase P.
Furthermore, sequence variation around the CCA binding site
among bacteria should allow steering of the specificity of
antisense oligonucleotides with respect to the target organism.


Figure 1. Left : Secondary structure of E. coli RNase P RNA.[33] P, helical regions; J, joining segments
named according to the numbers of the helices they connect. The grey-shaded oval depicts the P15/16
region including G292 and G293 (highlighted), which base pair to the CCA motif of a tRNA 3�
terminus.[9] The broken line separates the two main structural domains (Domain I or specificity domain;
Domain II or catalytic domain[40] ). Lower right : Interaction of a bacterial ptRNAGly[41] with the RNase P
RNA ™P15 loop∫. Highlighted nucleotides are involved in the two intermolecular Watson ±Crick base
pairs. The curved black arrow indicates the canonical RNase P cleavage site (between nucleotides �1
and �1). Two Mg2� ions important for the cleavage process have been proposed to be bound in the
P15 loop.[42]
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In the second approach, we tested a set of anti-E. coli RNase P
RNA oligonucleotides selected by algorithms developed for
mRNA targets.[15] In summary, our results indicate that the CCA
binding region in the catalytic domain of Type A RNase P RNAs
(such as in E. coli) is highly suitable for efficient target
inactivation. Another promising target region for enzyme
inactivation is located in the second so-called specificity domain
of bacterial RNase P RNA.


Results and Discussion


Targeting of the CCA binding site


E. coli RNase P RNA has been the major model system for the
study of RNase P RNA of the structural type A.[16] The secondary
structure of this RNase P RNA as well as the interaction of the


P15/16 subdomain with the 3�-CCA terminus of a ptRNA
substrate is illustrated in Figure 1. In addition to E. coli RNase P
RNA, we included the RNase P RNA from the swine lung
pathogen Mycoplasma hyopneumoniae[17] in our analysis. The
RNase P RNA of this organism is a representative of the second
type (Type B) of RNase P RNA structures found among bacteria. A
mutational analysis has provided evidence that this RNA also
base pairs with the 3�-terminal CCA motif of tRNAs in ribozyme±
substrate complexes.[18]


Our initial strategy for antisense oligonucleotide design was
adapted from a well-characterized natural RNA±antisense RNA
interaction system, CopA±CopT, known to regulate E. coli R1
plasmid replication.[19, 20] The main features of this system are:
1) formation of an initial contact between the apical loops
(kissing complex) of hairpin structures in the sense and antisense
RNAs, followed by 2) mutual strand invasion of fully comple-


Figure 2. Antisense inhibition strategies. Secondary structures of RNase P RNAs from E. coli (Type A) and M. hyopneumoniae (Type B) were taken from the RNase P
database.[7] The designed RNA oligonucleotides (Eco 3�, Eco 5�, Mhyo 3�, and Mhyo 5�) and their direction of anticipated strand invasion are depicted at the bottom of the
figure. The complementary sequences of the designed RNA oligonucleotides and the RNase P RNA are shown in dark yellow and blue, respectively. Note that only one side
of the putative stem region of the hairpin oligonucleotides is complementary to nucleotides in RNase P RNA to avoid topological stress during strand invasion;[20]


noncomplementary nucleotides are marked in purple. A so-called U-turn motif (YUNR; Y, pyrimidine; R, purine; N, any nucleotide), as found in CopT,[20] was introduced
into the putative loop regions where possible (green nucleotides). This motif has been proposed to preform an A-helical conformation of loop nucleotides downstream of
the conserved U residue and may thus improve binding specificity and rate.[20] The two conserved guanosine residues (G292/G293 in E. coli and G272/G273 in
M. hyopneumoniae RNase P RNA) are shown in magenta.
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mentary sequences at the cost of concomitant disruption of
hairpin stems 3) interspersed with bulged residues to lower their
stability. It appears that the loop ± loop kissing contact accel-
erates the association of sense and antisense RNAs, although
rapid conversion to more stable complexes is essential to obtain
maximum inhibition rates.[20]


By using this natural model system as the paradigm, we
designed two RNA hairpin oligonucleotides directed against
E. coli RNase P RNA, and two specific for M. hyopneumoniae
RNase P RNA (Eco 5�, Eco 3� and Mhyo 5�, Mhyo 3�, respectively;
see Figure 2). These RNA oligonucleotides have the potential to
form a kissing complex either with the P15 loop confined by
helices P15 and P16 of E. coli RNase P RNA or with the structural
equivalent of the M. hyopneumoniae ribozyme (Figure 2). Bulged
residues in the hairpin stems were supposed to facilitate
breaking of the intramolecular base pairs, which is a prerequisite
for extended antisense ± target interaction. Eco 5� and Eco 3�
contain 14 and 13 nucleotides, respectively, that are comple-
mentary to G292/G293 of E. coli RNase P RNA and the 5� or 3�
flanking sequences. Essentially the same is true for oligonucleo-
tides Mhyo 5� and Mhyo 3� directed against G272/G273 in the
P15 loop of M. hyopneumoniae RNase P RNA (Figure 2).
The four RNA oligonucleotides were tested as inhibitors in the


ptRNA processing reactions catalyzed by E. coli and M. hyopneu-
moniae RNase P RNA (Figure 3A and B). At a 100-fold molar
excess (1 �M) relative to RNase P RNA, neither did Eco 5� show
significant inhibition of ptRNA cleavage by the E. coli ribozyme,
nor did Mhyo 5� or Mhyo 3� cause any substantial inhibition of
M. hyopneumoniae RNase P RNA. In contrast, essentially com-
plete suppression of processing was observed at 1 �M Eco 3� in
the reaction catalyzed by E. coli RNase P RNA (Figure 3A). The
concentration of Eco 3� required to obtain 50% inhibition (Ki
value) was determined as 60�30 nM (Figure 3C). In control
reactions under the same conditions, neither did Eco 3� or Eco 5�
inhibit the M. hyopneumoniae ribozyme, nor did Mhyo 5� or
Mhyo 3� show any effect on the E. coli ribozyme (data not
shown).
The inefficiency of Eco 5�may be explained by the necessity to


disrupt the rather stable P16/17 helices of E. coli RNase P RNA for
oligonucleotide invasion, which may have posed an insurmount-
able energetic barrier. It is less clear at present why we failed to
see any effect of Mhyo 5� or Mhyo 3� on the reaction catalyzed by
M. hyopneumoniae RNase P RNA. Here, disruption of the 3-bp
P15 helix should be no more of a barrier for oligonucleotide
invasion than in the case of Eco 3�, whose hybridization to E. coli
RNase P RNA was expected to require disruption of the entire
P15 helix. Mhyo 5� and Mhyo 3� inefficacy may be related to the
low conformational rigidity (low G/C-content) of M. hyopneumo-
niae RNase P RNA or unfavorable constraints for oligonucleo-
tide ±P15 loop interaction.[21] In the case of Mhyo 3�, partial
disruption of helix P15.1 may have posed an additional barrier
(Figure 2).
Based on the aforementioned findings, further efforts were


concentrated on the study of Eco 3�. We next tested a DNA
version of Eco 3�, which was a much less efficient inhibitor
(Figure 4) than the RNA oligonucleotide. As expected from the
inefficiency of Eco 5� RNA (Figure 3A), a DNA version of Eco 5�


Figure 3. A) E. coli RNase P RNA (10 nM) was preincubated in the presence or
absence of the hairpin oligonucleotide Eco 3� or Eco 5� in cleavage assay buffer I at
37 �C for 40 min. A 100-fold molar excess of oligonucleotide (1.0 �M) over RNase P
RNA was used. Processing reactions were started by addition of 5�-radiolabeled
ptRNAGly substrate (100 nM). Aliquots were withdrawn at various time points (2, 5,
10, 30, 60, 120 min) and analyzed on 20% polyacrylamide/8M urea gels ; Lanes 1,
8, and 15 represent controls without RNase P RNA incubated for 120 min under
the same conditions. Cleavage rates were inferred from the change in the ratio of
released 5� flank to ptRNA over time. B) Processing of ptRNAGly by M. hyopneu-
moniae RNase P RNA in the absence or presence of hairpin oligonucleotide Mhyo
3� or Mhyo 5�. Experimental conditions were as in A, except that aliquots were
withdrawn after 2, 5, 10, 30, 80, and 150 min. Lanes 1, 8, and 15 represent controls
without RNase P RNA incubated for 150 min under the same conditions.
C) Inhibition of ptRNAGly processing by E. coli RNase P RNA at different
concentrations of RNA oligonucleotide Eco 3� (data from one representative
experiment). For assay conditions, see above and the Methods section.


showed no effect on the processing reaction at a 100-fold excess
(1 �M) relative to E. coli RNase P RNA (Figure 4).
To ascertain whether inhibition of E. coli RNase P RNA was


indeed due to interaction of Eco 3� with the P15 region, we
replaced the two C residues thought to pair with G292/G293 of
E. coli RNase P with AA or UU dinucleotides. Both variants, Eco 3�
AA and Eco 3� UU were substantially less effective inhibitors,
which is consistent with our assumption that Eco 3� interacts
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Figure 4. Effects of DNA variants of Eco 3� and Eco 5� on ptRNAGly processing by
E. coli RNase P RNA. Open squares, no inhibitor oligonucleotide; triangles, Eco 5�
DNA; open circles, Eco 3� DNA; filled circles, Eco 3� RNA. For assay conditions, see
the legend of Figure 3 and the Methods section.


with the P15 region (Figure 5). The higher inhibition efficiency of
Eco 3� UU relative to Eco 3� AA can be explained by the capacity
of the two U residues in Eco 3� UU to form G ¥U wobble pairs with
G292/G293. The aforementioned results of the mutational
analysis predicted that natural RNase P RNAs with nucleotide
exchanges in the target region should be much less or not at all
affected by Eco 3�. This hypothesis was tested with the RNase P


Figure 5. Processing of ptRNAGly by E. coli RNase P RNA either in the absence of
inhibitor (open squares) or in the presence of 1 �M Eco 3� (dark yellow circles), Eco
3� AA (brown diamonds), Eco 3� UU (purple squares), or a shortened 15-mer
variant (blue triangles). The RNA oligonucleotides are shown in complex with the
P15 loop region at the bottom on the right. The putative structures of Eco 3� and
the 15-mer are illustrated on the left. For assay conditions, see the legend of
Figure 3 and the Methods section.


RNAs from Thermus thermophilus (Type A, as in E. coli) and
B. subtilis (Type B, as in M. hyopneumoniae) under our standard
assay conditions. Whereas processing by E. coli RNase P RNA was
almost completely abolished by Eco 3� (Figure 5), the two other
RNase P RNAs remained entirely unaffected (Figure 6). Relative to
E. coli RNase P RNA, the potential base-pairing capacity is


Figure 6. Processing of ptRNAGly by T. thermophilus or B. subtilis RNase P RNA[7]


either in the absence or presence of 1 �M Eco 3�. Assays were conducted as
described in the legend of Figure 3. RNase P RNAs and Eco 3� were preincubated
for 20 min at 37 �C in buffer I. Nucleotides whose identities differ from those in
E. coli RNase P RNA are shown in purple; the conserved G residues (G292/G293 in
E. coli RNase P RNA) are highlighted in magenta; magenta and green nucleotides
in T. thermophilus and B. subtilis RNase P RNAs are complementary to Eco 3�. For
further details, see the Methods section.
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reduced from 13 to 6 consecutive bp in the case of the B. subtilis
ribozyme, and hybrid formation with T. thermophilus RNase P
RNA would be compromised by 3 mismatches and 1 bulged
nucleotide (Figure 6A and B, lower parts). Thus, our results
indicate that Eco 3� indeed interacts with the P15 loop region
and that formation of sense ± antisense complexes is very
sensitive to mismatches. Our results leave open the question
of whether inhibition was due to intermolecular helix formation
over the entire region of complementarity.
We also analyzed whether the potential of Eco 3� to form a


hairpin structure is crucial to inhibition efficacy. A 15-mer lacking
the 3�-proximal part of the stem but retaining the complemen-
tary antisense sequence portion turned out to be even more
effective than Eco 3� (Figure 5). This result indicates that the
potential of Eco 3� to form a stem-loop structure did not provide
an advantage with respect to inhibition efficacy, which suggests
that the mechanism underlying Eco 3� inhibition does not mimic
that of the CopA±CopT interaction.
In addition to the catalytic RNA subunit, bacterial RNase P


enzymes require a small basic protein subunit for in vivo
function.[1±3] We therefore tested the effect of the 15-mer on the
processing activity of reconstituted RNase P holoenzyme under
conditions that make RNA-alone activity negligible (see the
Methods section and Figure 7). Upon simultaneous addition of


Figure 7. Inhibiton of RNase P holoenzyme at different concentrations of 15-mer.
Mean values are based on three independent experiments ; for experimental
details, see the Methods section.


15-mer and ptRNA, that is, under conditions where inhibitor and
substrate compete for binding to the P15 loop region, a Ki value
of 120 nM was determined. This result demonstrates that
inhibition by the 15-mer is not restricted to the RNase P RNA-
alone reaction.


Theoretical design of antisense oligonucleotides


Major efforts in antisense research have been devoted to the
inhibition of mRNAs by DNA oligonucleotides.[22] As a conse-
quence, comparable experience is missing for stable RNAs, such
as RNase P RNA, which fold into very compact secondary and
tertiary structures. In recent years, computer-based theoretical


approaches for the design of effective antisense oligonucleo-
tides have been developed.[15, 23] We used such an algorithm to
design several DNA antisense oligonucleotides (each 18± 20 nt
in length) directed at regions in E. coli RNase P RNA predicted to
have the best hybridization efficacy. The initial step applied to
the design of oligonucleotides against mRNA targets, namely
prediction of RNA secondary structure, was omitted since the
secondary structure of E. coli RNase P RNA is well established.[7]


The tested DNA oligonucleotides are depicted within the
secondary structure of E. coli RNase P RNA in Figure 8A, along
with the RNA 15-mer (see also Figure 5), which was analyzed for
comparison. All DNA oligonucleotides were tested at a concen-
tration of 1 �M (100-fold molar excess over E. coli RNase P RNA)
under the same experimental conditions as described in the
legend of Figure 3. Oligonucleotides directed against the P10/
11-J11/12 region (P11a, b, c) showed the best inhibition
performance among those designed in this second approach
(Figure 8B). Based on our finding that Eco 3� RNA was a far more
potent inhibitor than Eco 3� DNA (Figure 4), we tested RNA
versions of oligonucleotides P11a ± c. At a concentration of 20 nM
(twofold molar excess over E. coli RNase P RNA), all three do
indeed show improved inhibition efficiency and reduce the
processing rate to less than 50% (Figure 9), which suggests that
the dissociation constants Kd for binding of these RNA oligonu-
cleotides to E. coli RNase P RNA are below 20 nM.
Guerrier-Takada and Altman[24] designed DNA oligonucleoti-


des (17 ± 22 nt in length) targeting nt 56 ±74, 119 ±138, 347 ±
363, and 356 ±377 of E. coli RNase P RNA. These oligonucleotides
were tested for their affinity to, but not inhibition of RNase P
RNA. The oligonucleotide targeting nt 119 ±138 (P10/11-J11/12)
showed the highest affinity, with a Kd value in the low nanomolar
range.[24] These results are consistent with our findings. Based on
our experience with the CCA binding region,[25] we are also
confident that an optimization process (variation of length and
positioning of 5� and 3� ends), combined with a ribose-
phosphate backbone, will reveal more potent variants of
oligonucleotides P11a ± c for invasion of the P10/11-J11/12
region (Figure 8A). As the P15 loop, the P10/11-J11/12 region
directly interacts with ptRNA substrates.[26±33] Thus, both the P15
and P10/11-J11/12 regions seem to be promising target sites
because 1) they are sufficiently interspersed with nonhelical
sequence elements, 2) they are assumed to be readily accessible
at the surface of RNase P RNA, and 3) antisense oligonucleotide
binding directly interferes with substrate docking to these two
regions.


Methods


RNA and DNA oligonucleotides : HPLC-purified RNA oligonucleo-
tides were either synthesized as previously described[34] or purchased
from IBA (Gˆttingen, Germany). DNA oligonucleotides were pur-
chased from Invitrogen (Karlsruhe, Germany). Further purification of
oligonucleotides was performed on denaturing polyacrylamide gels,
oligonucleotides were localized by UV shadowing, excised from the
gel, eluted overnight at 4 �C in tris(hydroxymethyl)aminomethane
(Tris)-HCl (200 mM, pH 7.1) and ethylenediaminetetraacetate (EDTA;
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Figure 8. A) Designed DNA antisense oligonucleotides (each 18 ± 20 nt in length)
directed against different sites in E. coli RNase P RNA and predicted to have the
best hybridization efficacy according to target site selection criteria previously
reported.[15, 23] B) Effects of DNA oligonucleotides on ptRNAGly processing by E. coli
RNase P RNA. For assay conditions, see the legend of Figure 3 and the Methods
section. Hatched bars, scrambled (sc) versions of DNA oligonucleotides P12a, P15/
18, and P16/17a (see the Methods section; for the RNA 15-mer, see Figure 5).
Cleavage activity values are based on three independent experiments. In each
individual experimental series, data recorded in the presence of oligonucleotide
were related to the corresponding control activity in the absence of inhibitor.
Errors indicate fluctuations in activity normalized to the corresponding control
(without inhibitor).


1 mM), and recovered by ethanol precipitation in the presence of
NaOAc (75 mM, pH 6.7). The following RNA oligonucleotides
were used in this study: Eco 5�: 5�-ACUGUCCUUUACCCGGGUU-


Figure 9. Inhibition of ptRNAGly processing by E. coli RNase P RNA in the presence
of RNA variants of oligonucleotides P11a, P11b, and P11c (see Figure 8). Assays
were conducted as described in the legend of Figure 3 and the Methods section,
except that the oligonucleotide concentration was 20 nM; the RNA 15-mer is
shown for comparison, as in Figure 8.


CAGU; Eco 3�: 5�-CAAGCAGCCUACCAGCUACCUUG: Mhyo 5�: 5�-
CCUAUUUUUUUUACCAAAAUUUAGG; Mhyo 3�: 5�-GGGCUCC-
CUUACCGGAUACCC; Eco 3� AA: 5�-CAAGCAGCCUAAAAGCUAC-
CUUG; Eco 3� UU: 5�-CAAGCAGCCUAUUAGCUACCUUG; 15 -mer:
5�-CAAGCAGCCUACCAG; RNA P11a: 5�-GCUCUCUGUUGCACUG-
GU; RNA P11b: 5�-UGCUCUCUGUUGCACUGG; RNA; P11c: 5�-
CUCUGUUGCACUGGUCGU. The DNA oligonucleotides used
have the following sequences: P15/18: 5�-CTGGCTCAAGCAGCC-
TAC; P16/17b: 5�-CCCGGGTTCAGTACGGGC; scrambled (sc) P15/
18: 5�-CCCTGGTGGTAACAACCC; P16/17a: 5�-CGTACCTTAT-
GAACCCCTAT; P5/15: 5�-ATTTGGCCTTGCTCCGGG; P15/16: 5�-
GAACCCCTATTTGGCCTTG; scP16/17a: 5�-AACCCCTTGAAGTTT-
CCCAT; P12a: 5�-ATCGGCGGTTTGCTCTCT; P12b: 5�-GCCATCGG-
CGGTTTGCTC; P12c: 5�-CGGGCCATCGGCGGTTTG; P11a: 5�-GCT-
CTCTGTTGCACTGGT; P11b: 5�-TGCTCTCTGTTGCACTGG; P11c: 5�-
CTCTGTTGCACTGGTCGT; scP12a: 5�-GCCCTATGTCTGTGTCTG;
Eco 5� DNA: 5�-ACTGTCCTTTACCCGGGTTCAGT; Eco 3� DNA: 5�-
CAAGCAGCCTACCAGCTACCTTG.


Enzymatic RNA synthesis and 5�-[32P] end labeling : The ptRNAGly


substrate and RNase P RNAs were synthesized by T7 run-off
transcription essentially as previously described[10]: ptRNAGly from
plasmid pSBpt3�hh linearized with BamHI,[11] E. coli RNase P RNA from
plasmid pDW98 linearized with BsaAI,[11] M. hyopneumoniae RNase P
RNA from plasmid pHyoP linearized with XbaI,[17] T. thermophilus
RNase P RNA from plasmid pT7M1HB8 linearized with EheI,[35] and
B. subtilis RNase P RNA from plasmid pDW66 linearized with DraI.[36] 5�
end labeling was performed as previously described.[11] RNAs were
purified by denaturing polyacrylamide gel electrophoresis (see
above).


Kinetics : Processing assays catalyzed by RNase P RNA were
performed under multiple turnover conditions (10 nM RNase P
RNA, 100 nM ptRNAGly substrate including trace amounts of 5�-[32P]
end-labeled ptRNAGly) in buffer I (0.1M NH4OAc, 0.1M Mg(OAc)2,
50 mM 2-[4-(2-hydroxyethyl)-1-piperazinyl]ethanesulfonic acid
(HEPES), pH 7.0). RNase P RNAs were preincubated in the presence
or absence of the inhibitor oligonucleotides in cleavage assay buffer I
for 40 min (if not stated otherwise) at 37 �C (RNase P RNA from
T. thermophilus was additionally preincubated for 10 min at 55 �C in
buffer I before this preincubation step). Processing reactions were
started by addition of substrate that had been preincubated
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separately for 5 min at 55 �C and 20 min at 37 �C in buffer I. Aliquots
were withdrawn at various time points and analyzed by electro-
phoresis in 20% polyacrylamide/8M urea gels. Data analysis and
calculation of turnover rates of cleavage (kobs) were performed
essentially as previously described.[11]


RNase P holoenzyme kinetics studies were performed under multiple
turnover conditions in 0.9� buffer II (1� buffer 110 mM KCl, 8 mM


MgCl2, 40 mM HEPES, pH 6.9). For the reconstitution of holoenzyme,
E. coli RNase P RNA (0.2 �M) was incubated with the B. subtilis RNase P
protein subunit (0.2 �M) in 1� buffer II for 10 min at 37 �C. Glycerol
(10% of the incubation volume) was then added and the mixture
was kept on ice for 10 min. Aliquots (1.4 �L) were withdrawn, frozen
in liquid nitrogen and stored at�80 �C. For kinetics, 1� buffer II was
prewarmed to 37 �C and added to the frozen holoenzyme aliquot.
After 2 min preincubation at 37 �C, the RNA 15-mer (in 2 �L H2O) was
added and the reaction was started immediately (within 10 seconds)
by addition of ptRNA (in 1� buffer II) preincubated separately (see
above; total reaction volume 26 �L). Samples were withdrawn at
various time points and analyzed as described above.


Bioinformatics–design of antisense oligonucleotides : To design
DNA antisense oligonucleotides against E. coli RNase P RNA, we first
selected target RNA regions in RNase P RNA whose structural
characteristics potentially favor oligonucleotide binding. For this
purpose, we used rules that we deduced from a systematic
computational approach to designing antisense oligonucleotides
that effectively target mRNAs in living cells.[15, 23] Current secondary
and tertiary structure models of E. coli RNase P RNA served as the
basis for oligonucleotide design.[7, 37] In a second step, the sequences
of antisense oligonucleotides (18 ± 20 nucleotides in length) were
chosen such that their 5� or 3� ends were directed close to the central
portion of the target RNA structure motifs assumed to be accessible
(Figure 8A). Scrambled oligonucleotides were used as controls.
Subsequently, sequence-specific characteristics of the designed
oligonucleotides were examined. Exclusion criteria were: 1) signifi-
cant matches of oligonucleotide sequence to unrelated bacterial or
human coding regions (Nucleotide Blast software[38] ), 2) a high
potential for dimer formation and intramolecular folding (Oligo
version 3.4 program[39] ), and 3) unfavorable sequence motifs.[15]
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Structural Investigation of a High-Affinity MnII


Binding Site in the Hammerhead Ribozyme by
EPR Spectroscopy and DFT Calculations. Effects
of Neomycin B on Metal-Ion Binding
Olav Schiemann,*[a] Jˆrg Fritscher,[a] Natalja Kisseleva,[a] Snorri Th. Sigurdsson,[b]


and Thomas F. Prisner[a]


Electron paramagnetic resonance spectroscopy and density func-
tional theory methods were used to study the structure of a single,
high-affinity MnII binding site in the hammerhead ribozyme. This
binding site exhibits a dissociation constant Kd of 4.4 �M in buffer
solutions containing 1M NaCl, as shown by titrations monitored by
continuous wave (cw) EPR. A combination of electron spin echo
envelope modulation (ESEEM) and hyperfine sublevel correlation
(HYSCORE) experiments revealed that the paramagnetic manga-
nese(II) ion in this binding site is coupled to a single nitrogen atom
with a quadrupole coupling constant � of 0.7 MHz, an asymmetry
parameter � of 0.4, and an isotropic hyperfine coupling constant of
Aiso(14N)� 2.3 MHz. All three EPR parameters are sensitive to the
arrangement of the MnII ligand sphere and can therefore be used to
determine the structure of the binding site. A possible location for
this binding site may be at the G10.1, A9 site found to be occupied
by MnII in crystals (MacKay et al. , Nature 1994, 372, 68 and Scott


et al. , Science 1996, 274, 2065). To determine whether the structure
of the binding site is the same in frozen solution, we performed DFT
calculations for the EPR parameters, based on the structure of the
MnII site in the crystal. Computations with the BHPW91 density
function in combination with a 9s7p4d basis set for the
manganese(II) center and the Iglo-II basis set for all other atoms
yielded values of �(14N)��0.80 MHz, �� 0.324, and Aiso(14N)�
�2.7 MHz, in excellent agreement with the experimentally ob-
tained EPR parameters, which suggests that the binding site found
in the crystal and in frozen solution are the same. In addition, we
demonstrated by EPR that MnII is released from this site upon
binding of the aminoglycoside antibiotic neomycin B (Kd� 1.2 �M)
to the hammerhead ribozyme. Neomycin B has previously been
shown to inhibit the catalytic activity of this ribozyme (Uhlenbeck
et al. , Biochemistry 1995, 34, 11186).


Introduction


Metal ions are important for the structure and function of RNA.[1]


While monovalent ions can promote the folding of RNA into its
secondary structure, divalent metal ions such as MgII are usually
required for its folding into a biologically active tertiary structure.
In addition to their structural roles, divalent metal ions have also
been implicated as Lewis acid or base cofactors in the catalysis of
chemical reactions by RNA.[2] Substantial knowledge about
RNA±metal ion interactions has come from the study of
ribozymes. A major driving force for extensive structure ± func-
tion investigations on ribozymes, in addition to study of how
RNA catalyzes reactions, is the fact that the catalytic activity can
be used as a reporter of reaction conditions and chemical
modifications. This fact has enabled chemical and biochemical
experiments to probe the interactions between metal ions and
RNA indirectly. The most prominent of such experiments uses
phosphorothioate interference, in which the combined effects of
metal ion identity and site-specific phosphorothioate substitu-
tions on cleavage rates can give information about the
coordination site(s) for specific metal ions.[3]


Most of the spectroscopic methods that have been used to
study RNA±metal ion interactions utilize indirect detection. For


example, fluorescence resonance energy transfer[4] and transient
electric birefringence[5] can be used to study the effect of metal
ions on the global conformation of RNA, but do not give any
information about specific binding sites. NMR spectroscopy has
also successfully been used to detect metal ion binding.[6] EPR
spectroscopy of RNAs containing nitroxide spin labels has been
used to extract metal ion binding constants for an isolated GAAA
tetraloop[7] and to study the effects of metal ions on the structure
and internal dynamics of TAR RNA.[8] However, EPR spectroscopy
can also be used for the direct determination of metal ion


[a] Dr. O. Schiemann, Dipl.-Chem. J. Fritscher, Dipl.-Chem. N. Kisseleva,
Prof. Dr. T. F. Prisner
Department of Physical and Theoretical Chemistry
and Center for Biological Magnetic Resonance
Johann Wolfgang Goethe University
Marie-Curie-Strasse 11
60439 Frankfurt/Main (Germany)
Fax: (�49)69-79829404
E-mail : o.schiemann@prisner.de


[b] Prof. Dr. S. T. Sigurdsson
Department of Chemistry
University of Washington
Seattle, WA 98195-1700 (USA)







O. Schiemann et al.


1058 ¹ 2003 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2003, 4, 1057 ± 1065


coordination to RNA through the replacement of MgII with the
paramagnetic MnII ion. This approach has been used by DeRose
and co-workers to study metal ion binding to the hammerhead
ribozyme in solution (Figure 1).[9] They deduced from their


Figure 1. Secondary structure of the hammerhead ribozyme used in our studies.
The cleavage site is indicated by the arrow. The position of the MnII binding site as
found in the crystal structure[10c] is marked by the box.


electron spin echo envelope modulation (ESEEM)[9b] and electron
nuclear double resonance (ENDOR)[9c] studies that a nitrogen and
a phosphorus nucleus are located in the coordination sphere of
the MnII ion and they speculate that this metal ion binding site
may be situated between nucleotides A9 and G10.1 as found by
X-ray crystallography.[10]


In this paper we describe the use of EPR spectroscopy and DFT
calculations to show that the structure of the hammerhead A9/
G10.1 metal ion binding site seems to be the same in frozen
solution as in the crystal. Furthermore, we have used EPR to
demonstrate that neomycin B, an aminoglycoside antibiotic that
inhibits the catalytic function of the hammerhead ribozyme,
displaces the essential metal ion at A9/G10.1.


Results and Discussion


Quantification of MnII binding sites


To determine the number of MnII binding sites and their relative
affinities, MnII was titrated into a solution containing the
hammerhead ribozyme, and the MnII signal intensity was
monitored by EPR spectroscopy. In aqueous solutions, MnII


forms the high-spin (S� 5³2) [Mn(H2O)6]2� ion, which shows an
intense six-line continuous wave (cw) X-band EPR spectrum at
room temperature. The splitting into six lines is caused by the
coupling of the electron spin to the manganese nuclear spin of
I� 5³2. However, if the Mn(II) complex is large–when it is bound
to the ribozyme, for example–the rotational correlation time
increases,[11] and if the MnII ion is surrounded by an asymmetric


ligand field, the zero-field splitting increases. Both effects lead to
faster relaxation processes and thus to a broadening of the lines
in the spectra. This line-broadening can result in nondetect-
ability of the MnII ion at room temperature,[12] which is the case
when the MnII is bound by the hammerhead ribozyme. There-
fore, titration of MnII into a sample of the hammerhead ribozyme
gives no signal as long as all the added MnII ions are bound by
the ribozyme. When all high-affinity sites are occupied and
further MnII is added, the EPR signal of the free [Mn(H2O)6]2� ion
appears. The number of binding sites can hence be determined
by counting the equivalents of added MnII until the EPR signal
arises. Figure 2 shows such MnII titrations for three samples


Figure 2. MnII titration curves of samples containing a) only buffer and 1M NaCl,
b) 0.2 mM hammerhead ribozyme and 1M NaCl, and c) 0.2 mM hammerhead
ribozyme and 0.1 mM NaCl. I, doubly integrated cw EPR signal intensity of the MnII


in arbitrary units (a.u.).


containing: a) only the buffer, b) 0.2 mM ribozyme and 1M NaCl,
and c) 0.2 mM ribozyme and 0.1M NaCl. In the presence of 0.1M


NaCl, the hammerhead ribozyme possesses four high-affinity
sites (Figure 2c), whereas a single high-affinity site is observed in
the presence of 1M NaCl (Figure 2b). Titration of MnII into the
sample without ribozyme was performed to ensure that the EPR
signal of free [Mn(H2O)6]2� could be detected even at small MnII


concentrations (Figure 2a). Construction and fitting of the
binding isotherms, as described in the Methods and Materials
section, yielded a Kd value of 4.2�1.8 �M and four independent
and noncooperative binding sites with 0.1M NaCl (Figure 3a),
and a Kd value of 4.3� 1.1 �M and one high-affinity binding site
with 1M NaCl (Figure 3b). The number of binding sites and
constants are in agreement with the results reported earlier
by DeRose.[9a] The decrease in the number of high-affinity sites
to only one at 1M NaCl can be explained by the high ionic
strength of the sodium ions at this concentration, which means
that the MnII ions can only displace the sodium ions from the
binding site of lowest sodium ion affinity, or that this site has the
highest affinity for MnII. For the following measurements only
samples with 1M NaCl and 1 equivalent MnII were used to ensure
that only one MnII site in the hammerhead ribozyme was
occupied and that no free MnII was present in the sample
solutions.
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Figure 3. Plots and fits of the MnII binding isotherms for the samples with a) 0.1M
NaCl (n� 3.99� 0.13 and Kd� 4.2� 1.8 �M), and b) 1M NaCl (n� 1.01� 0.19 and
Kd� 4.3� 1.1 �M). The circles in the graphs are the experimental points and the
lines correspond to the respective fits by application of Equation (5). R, ratio of the
concentration of bound MnII to the total concentration of ribozyme. MnIIfree ,
concentration of free MnII.


Pulsed EPR measurements


The spectrum of an MnII ion bound to the hammerhead can be
recovered by lowering the temperature to 4 K, as a result of the
longer electron spin relaxation times at this temperature.
However, the cw X-band EPR spectra are still characterized by
broad, inhomogeneous lines. As a result, hyperfine splittings
from magnetic nuclei in the local surroundings of the manga-
nese(II) ion are hidden by the linewidth. Therefore, pulsed EPR
methods,[13] such as two-pulse and three-pulse ESEEM and
HYSCORE, were employed to unravel the hyperfine and quadru-
pole couplings, since they contain structural information such as
the distance and orientation of the ligands with respect to the
metal center.[14] The corresponding pulse sequences are shown
in Figure 4.


Two-pulse ESEEM


The Fourier-transformed two-pulse ESEEM spectra of the
hammerhead are shown in Figure 5. Several broad and over-
lapping peaks can be seen in the region between 0 and 5 MHz,


Figure 4. Pulse sequences of : a) two-pulse ESEEM, b) three-pulse ESEEM, and
c) HYSCORE.


Figure 5. Fourier-transformed two-pulse ESEEM spectra at different field posi-
tions (given in the figure) of a sample with 0.2 mM ribozyme, 0.2 mM MnII, and 1M
NaCl in phosphate buffer. The other experimental parameters were : T� 4 K, pulse
lengths for both pulses were 12 ns, the attenuation was set to 5 dB by use of a
1 kW TWT, �start was 104 ns, the increments of � were 8 ns, the shot repetition time
was 10 ms, and 100 scans were accumulated. I, amplitude of the power Fourier
transformation in arbitrary units (a.u.) ; �, frequency (MHz).


some of which may be due to sum and difference frequencies
usually found in two-pulse ESEEM spectra.[13] Nevertheless, it was
possible to assign one peak to weakly coupled sodium ions by
monitoring its frequency shift as a function of the external
magnetic field B0 (Figure 5). At 3467 G this peak appears at
3.9 MHz, which is the free Larmor frequency of 23Na at this field.
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The observation that sodium ions are weakly coupled to the
electron spin of MnII is not unexpected, given the high sodium
concentration in the buffer. Further analysis of these spectra is
hampered by the broadness of the lines, but peaks belonging to
couplings of 14N nuclei are generally located in this frequency
region.


Three-pulse ESEEM


To obtain a better spectral resolution and to suppress sum and
difference peaks, we acquired T1-based three-pulse ESEEM
spectra.[13c] To avoid blind spots in the three-pulse ESEEM
spectrum, its 2D version was performed by incrementing T and
�.[13b] The Fourier-transformed spectrum in the skyline projection
is shown in Figure 6. This spectrum is much better resolved than


Figure 6. Skyline projection of a 2D three-pulse ESEEM spectrum from a sample
with 0.2 mM ribozyme, 0.2 mM MnII, and 1M NaCl in phosphate buffer. The other
experimental parameters were: T� 4 K, pulse lengths for all three pulses were
12 ns, the attenuation was set to 7 dB by use of a 1 kW TWT, �start was 136 ns, Tstart
was 16 ns, T and � were incremented in 8-ns steps, the dimensions of the array
were 64 points by 256 points for T and � respectively, B0� 3466 G. The shot
repetition time was 10 ms, and 100 scans were accumulated. I, amplitude of the
power Fourier transformation in arbitrary units (a.u.) ; �, frequency.


the two-pulse ESEEM spectra and clearly shows four peaks at 0.6,
1.9, 2.4, and 5.0 MHz. The small peak at 3.9 MHz belongs to the
weakly coupled 23Na ions.


To decide whether the peaks belong only to the � 1³2�� 1³2
or to several electronic transitions, three-pulse ESEEM spectra
were acquired at various microwave powers and magnetic field
positions. An increase in the attenuation from 0 dB to 19 dB did
not change either the frequency or the intensity ratio of the four
peaks at 0.6, 1.9, 2.4, and 5.0 MHz, which should have been the
case if they had belonged to different electronic transitions
because of their different turning angles. However, the intensity
of the peak at 3.9 MHz decreased slightly with increasing
attenuation. Furthermore, on recording of the ESEEM spectra
in the low-field (2767 G and 3100 G) or high-field regions
(4000 G), where only the electronic � 1³2�� 3³2 and � 3³2�
� 5³2 transitions contribute, none of the four peaks appeared,
but only the free sodium line. All these observations together
indicate that the peaks at 0.6, 1.9, 2.4, and 5.0 MHz belong to the
electronic � 1³2�� 1³2 transition, whereas the free frequency
line of the sodium might originate from the � 1³2�� 3³2 or
� 3³2�� 5³2 transition. The finding that the electronic � 1³2�


� 1³2 transition is the major contributor to the ESEEM spectrum
of MnII is in agreement with recent results from Goldfarb et al.[14]


From the finding that the four peaks belong only to the
� 1³2�� 1³2 transition, the peaks can be assigned to a nitrogen
nucleus coupled to the MnII ion, which fulfills or is close to the
'exact cancellation' condition (2�N�Aiso(14N)).[13] The three peaks
at 0.6, 1.9, and 2.4 MHz then belong to the �0, ��, and ��
transitions in one electronic manifold, respectively, and the
fourth peak at 5.0 MHz to the �dq transition in the other
electronic manifold. The other two nuclear transitions �sq1 and
�sq2 are usually too broad to be observed experimentally. If this
assignment is correct, then the sum of the �0 and �� frequencies
should give the frequency of the �� transition, which is valid
within the error of the experiment. Furthermore, the peak
belonging to the �dq transition should be broader than the other
three, which is also the case.


For a nitrogen nucleus in 'exact cancellation,' Equations (1) to
(4)[13] are applicable and can be used to calculate the isotropic
hyperfine coupling constant Aiso(14N), the quadrupole coupling
constant �(14N), and the asymmetry parameter of the electric
field gradient tensor �(14N).


�0 � 2�� (1)


�� � � (3 ��) (2)


�� � � (3��) (3)


�dq� 2 [(�N�Aiso/2)2��2 (3��2)]1/2 (4)


�N is the free Larmor frequency of nitrogen 14N at the field
position used; here �N(3466 G)�1.15 MHz.


Substitution of the respective frequencies into the four
equations and solving of them yields ��0.7(1) MHz, ��0.4(1),
and Aiso(14N)�2.3(2) MHz, in agreement with values also ob-
tained from ESEEM analysis published earlier by DeRose and
Britt.[9b] Since Aiso(14N)� 2.3 MHz� 2�(14N), it follows that the
nitrogen nucleus fulfills the 'exact cancellation' condition.


Couplings to other magnetic nuclei–31P, for example–could
not be observed. However, this does not rule out phosphate
binding to the MnII ion, since several factors can prevent the
observation of a coupling in ESEEM.[9b, 9c, 15]


HYSCORE


To verify that all four peaks in the three-pulse ESEEM result from
the coupling of a single nitrogen nucleus, a HYSCORE spectrum
was acquired. The HYSCORE pulse sequence is depicted in
Figure 4c. Incrementation of the time intervals t1 and t2 and
Fourier transformation of the resulting time domain spectrum
leads to a 2D spectrum with cross-correlation peaks in the off-
diagonal region.[13b] These cross correlations are generated by
the additional inversion microwave pulse (depicted in gray in
Figure 4c), which transfers nuclear spin coherences from one
electronic manifold to the other if they belong to the same
nucleus. The HYSCORE spectrum of the MnII ion bound to the
hammerhead ribozyme is shown in Figure 7. On the diagonal
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there appear the same peaks as seen in the three-pulse ESEEM
spectrum, and, additionally, cross correlations between all four
peaks can be seen. On the basis of the simplification that the
manganese(II)/nitrogen system can be treated as a S� 1³2, I�1


Figure 7. The (� ,� ) quadrant of the HYSCORE spectrum of the MnII high-affinity
binding site in the region of the nitrogen couplings, recorded on a sample with
0.2 mM ribozyme, 0.2 mM MnII, and 1M NaCl in phosphate buffer. The other
experimental parameters were: T� 4 K, the pulse lengths for the three �/two-
pulses were 12 ns and for the inversion pulse 24 ns, �start was 204 ns, t1,start was
16 ns, t2,start was 28 ns, and t1 and t2 were incremented in 8-ns steps, the
dimensions of the array were 200 points by 200 points for t1 and t2 , respectively,
B0� 3466 G. The shot repetition time was 8 ms, and 70 scans were accumulated.
�, frequency in MHz.


system, we concluded that the four peaks belong to transitions
of a single nitrogen nucleus. The possibility of several magneti-
cally equivalent nitrogen nuclei giving rise to the four peaks
seems unlikely, because no combination peaks could be seen in
the three-pulse ESEEM or HYSCORE spectrum.[16] It also seems
unlikely that two or more nitrogen nuclei in the neighborhood of
the MnII ion should be in identical environments.


Two things, however, should be mentioned. Firstly, the
diagonal peaks are much more intense than for spin systems with
S� 1³2. The reasons for this are the different turning angles of the
electronic transitions in the S� 5³2 system and the broad spectral
range, which prevented a complete inversion of the stimulated
echo.[14] Secondly, it is surprising to notice that the peak at
3.9 MHz also appears to be correlated to the other four peaks on
the diagonal. The cause for this remains unclear, but simulations
of the HYSCORE spectrum that take all electronic transitions into
account may identify the origin of these additional correlations.[14]


DFT calculations


The MnII ion in the A9,G10.1 site in the crystal structure is also
bound to a single nitrogen atom belonging to guanine G10.1.
Hence, to determine whether the metal ion binding site studied
by EPR spectroscopy is the same site as observed in the crystal
structure, we calculated the hyperfine and quadrupole coupling


parameters of the crystal structure binding site and compared
them with the measured values.


Atomic coordinates from the crystal structure with a reso-
lution of 3.00 ä reported by Scott et al.[10c] were used to construct
an MnII binding site for the calculations. Water molecules were
added as ligands to the vacant coordination sites of the
manganese and hydrogen atoms to the open valences of all
atoms, except for the phosphate groups, which carry a negative
charge. This large structure was partially geometry optimized on
the UHF/3-21G level. The resulting geometry and the optimized
atom positions are shown in Figure 8a. This model of the


Figure 8. a) Partially geometry-optimized (UHF/3 ± 21G) large model of the MnII


binding site based on the crystal structure.[10c] Water ligands were added to the
open coordination sites of the manganese(II) ion and hydrogen atoms were
included to saturate valences where necessary. Optimized atoms are marked by
an asterisk ; all other atoms were kept fixed. b) Reduced structure of the geometry-
optimized model of the MnII binding site, as used for the EPR parameter
calculations.
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binding site was further reduced to that shown in Figure 8b for
the computation of the EPR properties, keeping only those
atoms from the optimized large model that were considered as
important for the magnetic properties. No additional geometry
optimizations were performed for this smaller model. The
reduction in size was necessary to enable large and flexible
basis sets capable of accurately describing hyperfine and
quadrupole properties to be applied.


For the computation of EPR properties, several density
functionals were compared, and the results are shown in Table 1
together with the corresponding experimentally determined


values. It can also be seen from Table 1 that spin contamination is
negligible in all cases, which means that the unrestricted Kohn±
Sham determinant is almost a pure spin state and does not
contain admixtures from higher spin states. The results of the
calculations reveal a strong influence of the choice of functional
on the isotropic hyperfine coupling constant of the MnII ion. On
going from BP86 to BHPW91, the MnII coupling varies by over
60%. This large effect for Mn is due to the increasing admixture
of Hartree ± Fock exchange, which leads to an increase of spin
polarization effects and thus to an increase of negative spin
density at the manganese nucleus and a larger negative
isotropic hyperfine coupling constant. Such polarization mech-
anisms are especially important for paramagnetic metal centers
in which the unpaired electrons are mainly located in d-type
orbitals, as in high-spin MnII.[17] The BHPW91 functional contain-
ing 50% exact exchange therefore yields a value for the isotropic
MnII hyperfine coupling constant Aiso(55Mn) that comes closest to
experimentally determined values for MnII complexes, which
usually lie in the range around (�)250 MHz. As this functional
gives the best description of the spin density around the MnII


ion, the results from the BHPW91 computations were used for
further comparison with experimental data for the hammerhead
ribozyme. A comparison of BP86 and BPW91 or B3LYP and
B3PW91 shows that the PW91 correlation potential is more
suitable for calculation of the isotropic Mn hyperfine coupling. In
contrast to the Aiso(55Mn) hyperfine coupling, the 14N hyperfine
and quadrupole parameters are less strongly altered by the


different functionals and lie well within the experimental error
ranges for all methods used.


Comparison of the computed values with experimental data
from this work and ref. [9c] shows good agreement for both the
Mn and the ligand interactions. The isotropic 31P coupling is
slightly overestimated, but the 14N1 parameters come very close
to the experimentally determined values. This excellent agree-
ment between the calculated and the experimentally deter-
mined hyperfine and quadrupole parameters of the nitrogen N1,
which are very sensitive to geometrical changes, suggests that
the binding site occupied in the crystal is also occupied in
solution. In addition, these calculations support the assignment
of the four peaks in the three-pulse ESEEM and HYSCORE spectra
and justify the assumption of the 'exact cancellation' condition
as the computed Aiso(14N1)�2.7 MHz� 2�N� 2.2 MHz.


Effect of neomycin B


Neomycin B is an aminoglycoside antibiotic that inhibits ham-
merhead ribozyme substrate cleavage.[18] Molecular modeling
studies by Westhof et al.[19] suggested that this effect may be due
to the replacement of MnII by ammonium groups from neo-
mycin B. To verify that the binding of neomycin B leads to the
displacement of MnII from the binding site, a sample containing
the hammerhead ribozyme with the single binding site occupied
by MnII, which gives no signal in the cw EPR spectrum at room
temperature, was titrated with neomycin B. As can be seen in
Figure 9a, the MnII signal appears immediately and increases
until saturation occurs at 1 equivalent neomycin B. Construction
of the binding isotherm and fitting of the curve with the model
described in the Methods and Materials section yielded a single
high-affinity binding site for neomycin B with a Kd value of 1.2�
0.9 �M (Figure 9b). Uhlenbeck et al. determined a Kd value of
1.5 �M by monitoring the inhibition of hammerhead cleavage
with respect to the neomycin B concentration.[18b]


Since the intensity and shape of the cw MnII EPR signal in the
presence of the ribozyme and neomycin B resembles that of free
MnII, we conclude that the MnII ion is released from its binding
site by neomycin B binding to the ribozyme. To support this
interpretation further, we performed a three-pulse ESEEM
experiment. If the MnII ion is no longer bound in this site, then
the three-pulse ESEEM spectrum should not show the peaks
belonging to the coupling of the nitrogen, but may show a
strong peak at the free sodium frequency due to couplings to
randomly distributed sodium ions. Essentially, this is what can be
seen in Figure 10. The sodium peak is visible at 3.9 MHz, now the
strongest peak in the spectrum, and the characteristic four peaks
of the nitrogen coupling are not observable. The peak centered
at 2 MHz most probably originates from a small fraction of MnII


ions still bound to the hammerhead and hence to a nitrogen
atom coupling to the MnII ion ribozyme. Indeed, the cw EPR
measurements showed that about 7% of the MnII was still bound
to the ribozyme.


From molecular modeling and molecular dynamics simula-
tions, Westhof et al. suggested that this release of the MnII ion
may be induced because neomycin B now occupies this binding
site with one of its positively charged ammonium groups.[19]


Table 1. Comparison of experimentally determined EPR parameters and
corresponding calculated values as obtained by the use of various density
functionals in combination with the 9s7p4d basis set for the MnII center and
the Iglo-II basis set for all other atoms.[a]


Method Aiso(55Mn) Aiso(31P) Aiso(14N1) �(14N1) �(14N1) �S2�
BP86 � 140.6 � 11.6 �3.7 � 0.70 0.453 8.754
BPW91 � 148.6 � 11.3 �3.6 � 0.70 0.476 8.755
B3LYP � 154.5 � 9.9 �3.9 � 0.77 0.362 8.753
B3PW91 � 179.5 � 9.5 �3.2 � 0.75 0.398 8.754
BHPW91 � 228.1 � 7.8 �2.7 � 0.80 0.324 8.753
Exp. 255(3) � 4[9c] 2.3(2) 0.7(1) 0.4(1) -


[a] Expectation values of S2 are shown in the last column. All hyperfine and
quadrupole coupling constants are in MHz.
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Figure 9. a) Curve of the titration of the hammerhead ribozyme with neo-
mycin B. The sample contained 0.2 mM hammerhead ribozyme, 0.2 mM MnII, and
1M NaCl in 0.1M phosphate buffer. The horizontal line indicates the signal
intensity of free MnII at a concentration of 0.2 mM. I, double-integrated signal
intensity of the cw EPR signal of MnII in arbitrary units (a.u.) ; neom, concentration
of neomycin B in the sample. b) Plot and fit of the binding isotherm of
neomycin B. The open circles are the experimental points and the line corresponds
to the fit by application of Equation (5). The resulting values for the number of
binding sites n and the dissociation constant Kd are n� 0.93� 0.09 and Kd�
1.2� 0.9 �M. R, ratio of bound neomycin B to the total concentration of ribozyme.
neomfree , concentration of free neomycin B.


Figure 10. Skyline projection of a 2D three-pulse ESEEM spectrum from a sample
with 0.2 mM ribozyme, 0.2 mM MnII, 0.4 mM neomycin B, and 1M NaCl in phosphate
buffer. The other experimental parameters were: T� 4 K, pulse lengths for all
three pulses were 12 ns, �start was 136 ns, Tstart was 16 ns, Tand � were incremented
in 8-ns steps, the dimensions of the array were 64 points by 256 points for Tand �,
respectively, B0� 3466 G. The shot repetition time was 10 ms, and 100 scans were
accumulated. I, amplitude of the power Fourier transformation in arbitrary units
(a.u.) ; �, frequency.


Conclusion


In summary, the cw EPR titration experiments have shown that
the hammerhead ribozyme possesses a single high-affinity
binding site with a Kd value of 4.3 �M at a salt concentration of
1M NaCl. Furthermore, we were able to collect information about
the local surroundings of the manganese(II) ion in this binding
site by using three-pulse ESEEM and HYSCORE experiments.
Both experiments together revealed that the manganese(II) ion
in this binding site is coupled to a single nitrogen atom
exhibiting a quadrupole coupling constant � of 0.7 MHz, an
asymmetry parameter � of 0.4, and an isotropic hyperfine
coupling constant of Aiso(14N)� 2.3 MHz. To decide whether the
same sites are occupied in the crystal and in frozen solution, we
performed DFTcalculations for the EPR parameters, based on the
structure of the A9,G10.1 crystal binding site. The computation
of the EPR parameters yielded values of �(14N)��0.80 MHz, ��
0.324, and Aiso(14N)��2.7 MHz, in very good agreement with
the experimentally obtained EPR parameters. We therefore
suggest that the binding sites found in the crystal and in frozen
solution are the same. In addition, we showed in a direct way, by
use of cw and pulsed EPR, that the MnII ion is released from this
site upon binding of neomycin B (Kd� 1.2 �M). Westhof et al.
suggested that this release of the MnII ion may be induced
because neomycin B now occupies this binding site with one of
its positively charged ammonium groups.[19]


Methods and Materials


Computational details : All DFT calculations were carried out within
the unrestricted Kohn±Sham formalism as implemented in the
GAUSSIAN 98 program package.[20] For the partial geometry opti-
mizations of the large structural model (see Figure 8a), the
unrestricted Hartree ± Fock method was used in combination with
the standard basis set 3 ± 21G. For the EPR property calculations
performed with the small structural model (see Figure 8b) we
compared five different combinations of exchange and correlation
potentials, abbreviated as BP86, BPW91, B3LYP, B3PW91, and
BHPW91. The first two consist of Becke's GGA functional for
exchange (B)[21] and two different GGAs for correlation (P86[22] and
PW91[23] ). The third and fourth combinations use Becke's three-
parameter hybrid functional (B3; includes ca. 20% exact exchange)[24]


for the exchange part, and LYP[25] and PW91[23] for the correlation
part. In the last case, the ™half-and-half∫ hybrid functional (BH), which
contains as much as 50% exact exchange, was used.[26]


In all computations of the hyperfine or quadrupole coupling tensors
we used the 9s7p4d basis set specially developed for the calculation
of 55Mn hyperfine couplings by Kaupp et al.[17a] for Mn and the Iglo-II
basis set[17b] for all other atoms.


CW EPR : CW X-band EPR spectra were recorded on a Bruker ESP300e
EPR spectrometer, equipped with a rectangular TE102 resonator.
Titrations of the hammerhead ribozyme with MnII or neomycin B
were performed at room temperature in a sterilized flat cell with a
volume of 200 �L. The resulting MnII EPR signals were base-line
corrected and doubly integrated, and the magnitude of the integral
was plotted against the concentration of added MnII. Binding
isotherms for MnII were constructed by plotting the concentration of
bound MnII divided by the concentration of ribozyme in solution
([MnII


bound]/[ribozyme]) versus the concentration of free MnII
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( [MnII
free]).[10a] The concentration of bound MnII was determined by


comparison of the signal intensities of a MnII-ribozyme sample with a
MnII standard sample containing 0.2 mM MnII, the difference in
intensity between both being assigned to bound MnII. The binding
isotherms were then fitted according to Equation (5) by assuming j
classes of n independent non-interacting binding sites to determine
the dissociation constants Kd.[27]


�MnII
bound	


�ribozyme	 �
�j


i�1


nI�MnII
free	


Kd
i� � �MnII
free	


(5)


The binding isotherm of neomycin B was constructed by plotting the
concentration of bound neomycin B divided by the concentration of
the ribozyme versus the concentration of free neomycin B. Since one
neomycin B is necessary to replace one MnII, the concentration of
bound neomycin B is equal to the concentration of released MnII. The
concentration of released MnII is found by comparison of the signal
intensity with the intensity of the MnII standard sample. The free
neomycin B is the difference between the concentration of bound
neomycin B and the concentration of added neomycin B. With
knowledge of the concentrations of free and bound neomycin B, the
binding isotherm in Figure 9b was constructed. The number of
binding sites and the Kd value were obtained by fitting of the binding
isotherm according to Equation (5) and substitution of [MnII


free] by
[neomycinfree] and [MnII


bound] by [neomycinbound] .


Pulsed EPR : Pulsed experiments were carried out on a Bruker
ELEXSYS E580 pulsed X-band EPR spectrometer with a Bruker FT-EPR
probehead and an Oxford cryostat for the temperature range from
3.8 K to 300 K. Further technical specifications are described in
Ref.[28]. The pulse sequences used are shown in Figure 4. The
acquired time spectra were treated in the following way: the decay
was fitted exponentially and subtracted, the resulting spectrum was
multiplied with a Hanning window function, zero-filling was applied,
and the time domain spectrum was Fourier transformed.


Sample preparation : The ribozyme construct used[29] is depicted in
Figure 1. The substrate strand was protected against cleavage by
incorporation of a methoxy group at the 2�-site of the C17 sugar. The
RNA was obtained gel-purified and desalted from Dharmacon. HPLC
analysis showed that the strands were more than 95% pure.
Autoclaved 0.1M phosphate buffer solutions (pH 6.8) containing 0.1M


or 1M NaCl were added to yield final ribozyme concentrations of
0.2 mM. The RNA concentrations were determined by UV/Vis by use
of the extinction coefficients given in ref. [30]. For annealing of the
ribozyme to the non-cleavable substrate, the following temperature
program was run: 90 �C for 3 min, 60 �C for 5 min, 50 �C for 5 min,
40 �C for 5 min, and 22 �C for 15 min. A sterilized buffer solution of
MnCl2 (Sigma) was subsequently added. Finally, the sample was
again heated to 60 �C and cooled on ice to form the tertiary structure.
For the pulsed EPR measurements, aliquots (80 �L) were transferred
into sterilized EPR tubes. Neomycin B was purchased from Sigma and
dissolved in sterilized phosphate buffer.
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Stereoselective Synthesis using Immobilized
Diels ±Alderase Ribozymes
Jˆrg C. Schlatterer,[a] Friedrich Stuhlmann�,[b] and Andres J‰schke*[a]


Development of artificial ribozymes by in vitro selection has so far,
mostly been addressed from the viewpoint of fundamental
research. However, such ribozymes also have high potential as
selective catalysts in practical syntheses. Immobilization of an
active and selective ribozyme is an important step towards this
end. A 49-nucleotide RNA molecule that was previously found to
stereoselectively catalyze Diels ± Alder reactions between various
anthracene dienes and maleimide dienophiles was quantitatively
immobilized on an agarose matrix by periodate oxidation of the
3�-terminal ribose and coupling to a hydrazide moiety. Typical


loadings were 45 pmol�L�1 gel. The specific activity was compa-
rable to that of soluble ribozyme, and high enantioselectivities were
obtained in catalyzed cycloadditions. The catalytic matrix was
found to be stable and could be regenerated about 40 times with
only minimal reduction of catalytic activity. Like the soluble
ribozyme, the immobilized catalyst stereoselectively converts
various diene and dienophile substrates. By using either natural
D-RNA or enantiomeric L-RNA, both product enantiomers were
made synthetically accessible with similar selectivities.


Introduction


Enzymes have found increasing use in organic synthesis in
recent years. Mild reaction conditions and high stereo-, regio-,
and chemoselectivities have prompted researchers to consider
enzymes as attractive alternatives to traditional chemical
catalysts. High production costs and low stability are some of
the disadvantages associated with enzyme usage. For many
years, immobilization of biocatalysts on solid materials has been
one of the strategies used to overcome these limitations and to
improve ease of handling.[1, 2] The main benefits of enzyme
immobilization are easy separation of the biocatalyst from the
reaction product(s) and reuse of the biocatalyst, advantages that
simplify catalyst application, improve reaction technology, and
provide the cost advantages essential for establishing an
enzyme-catalyzed process in the first place. In several cases
immobilized enzymes are even superior to small-molecule
catalysts.[3]


It has become evident that, in addition to proteinaceous
enzymes, nucleic acid (DNA and RNA) enzymes exist that can
catalyze a widespread range of reactions. While the chemistry of
the naturally occurring ribozymes is rather limited, this restric-
tion does not apply to artificial ribo- and deoxyribozymes
obtained by combinatorial chemistry. Starting from synthetic
combinatorial libraries, catalysts for a broad range of chemical
transformations ranging from cleavage of amide[4] or carboxylic
ester bonds[5] to C�N and C�C bond forming reactions[6±13] or the
catalysis of isomerization reactions[14] have been generated by a
process termed in vitro selection. A number of other practically
relevant organic transformations are currently being studied.
Thus, nucleic-acid-based catalysts developed to solve a specific
synthetic problem may become interesting tools for organic
chemists.[15] A particularly valuable aspect of this approach is the
fact that selectivity, reactivity, and reaction conditions of the


catalysts can be tuned by the way the combinatorial selection is
carried out.


Our research group recently described the isolation of RNA
molecules that catalyze the formation of carbon�carbon bonds
between anthracene dienes and maleimide dienophiles by [4�2]
cycloaddition (Diels ±Alder reaction).[7] This reaction type is one
of the most important C�C bond forming processes available to
organic chemists, and since its discovery there has been much
interest and success in developing catalytic methods for
improving its rate and selectivity.[16±23]


These ribozymes were the first to catalyze a truly bimolecular
reaction between two free non-RNA reactants in solution, and
we could identify a small secondary structure motif responsible
for the catalysis. A 49-nucleotide-long RNA containing this motif
acted as an efficient catalyst and accelerated the reaction with
high enantioselectivity. A synthetic mirror-image ribozyme
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composed of L-ribonucleotides was found to have the
opposite stereoselectivity.[24] The substrate specificity of the
ribozyme was studied extensively.[25] The acceleration of the
reaction rate was suggested to be primarily due to an
entropic effect.[26]


The catalytic properties of these RNA catalysts combined
with their small size render them attractive for numerous
types of studies. As part of our program to establish
ribozymes as selective catalysts in organic synthesis, we
report herein the immobilization of Diels ±Alderase ribo-
zymes and their initial characterization.


Results and Discussion


While there are various ways to attach RNA molecules to
surfaces, most of them have not been investigated in the
context of RNA catalysis. One of the most simple and
widespread methods is the oxidation of the cis-diol system at
the 3�-terminal ribonucleotide by treatment with periodate to
give the respective dialdehyde, followed by coupling to a
hydrazide-derivatized solid matrix (Figure 1).[27, 28]


Incubation of radioactively labeled Diels ±Alderase ribozyme
with NaIO4 solution at 4 �C gave quantitative oxidation without
detectable degradation within 1 h. After removal of periodate by
precipitation, the oxidized RNA was incubated for various time
periods with adipic acid dihydrazide agarose, followed by
extensive washing. Measurement of 32P by scintillation counting
allowed quantitative assessment of the coupling. After 14 h, 43%
of the input RNA was attached to the matrix, while after 20 h the
immobilization yield was 55%. Despite concerns about hydrol-
ysis of the RNA on prolonged storage, the best immobilization
yields were obtained after 48 h at room temperature (98%). This
corresponds to a loading of 49 pmol�L�1 wet gel.


The activity of the immobilized ribozyme was measured by
using two substrates that were known to be accepted in
solution, namely 9-hexaethylene glycol anthracene (1) and N-
pentyl maleimide (2). Since the attachment site (the 3�-terminal
nucleotide) was located directly at a junction between two


helices that are essential for activity, a reduction of enzymatic
performance was anticipated (see Figure 1). However, the
immobilized ribozyme performed well in catalysis. 600 pmol
immobilized ribozyme converted 9.5 nmol 1 under the reaction
conditions used, while the same amount of soluble ribozyme
gave 10.7 nmol conversion under the same conditions. Unde-
rivatized adipic acid hydrazide agarose was used as a negative
control and gave the rate of the uncatalyzed background
reaction.


Attachment to the solid phase appeared to have little
influence on the accessibility and geometry of the catalytic
center, as the enantioselectivity (ee) of the reaction was found to
decrease only slightly compared to that achieved with the
soluble ribozyme (78�8% ee versus 88�8% ee, measured by
chiral HPLC, Figure 2).


For practical use of immobilized enzymes, their long-term
stability is an important criterion. To analyze this parameter, one
batch of immobilized ribozyme was reused over 40 times with
different substrates over a period of 11 months. Between


Figure 1. RNA-catalyzed [4�2] cycloaddition using resin-immobilized ribozyme.
HEG, hexaethylene glycol.


Figure 2. HPLC analysis of Diels ± Alder reactions of 1 and 2 catalyzed by 49-mer D-RNA (A) and the enantiomeric 49-mer L-ribozyme (B). Samples were analyzed on a
chiral column (see the Experimental Section for details). The lower curve in the chromatograms corresponds to the uncatalyzed background reaction.
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experiments, the ribozyme-derivatized matrix was stored at
�20 �C. Activity and selectivity were measured as described
above. After 43 uses, the matrix still had 83% of the activity
measured in the first experiment (see Figure 3).[29] No significant
differences could be detected in the enantioselectivity of
product formation. These results demonstrate good long-term
stability.


As it is important to have selective synthetic access to both
product enantiomers in stereoselective synthesis, we repeated
this set of experiments with a synthetic mirror-image ribozyme
composed of L-ribonucleotides. As already observed with soluble
ribozyme, the L-ribozyme has the same activity, but opposite
stereoselectivity to the D-ribozyme (Figure 2B).


As expected from earlier studies, the immobilized Diels ±
Alderase ribozymes accept a wide range of anthracene and
maleimide derivatives and convert them stereoselectively (data
not shown). Further studies are underway to systematically
explore the relationship between substitution pattern, reactivity,
and selectivity.


Conclusions and outlook


In conclusion, this work demonstrates that Diels ±Alderase
ribozymes can be covalently attached to a solid phase in a
near-quantitative manner by well-known chemistry. Their cata-
lytic activity and selectivity is maintained for many cycles of
catalysis. The resin shows excellent long-term stability.


Future work will focus on the establishment of a continuous-
flow reactor packed with ribozyme resin, which will allow
continuous synthesis. Preliminary data suggest that soft agarose
matrices are not the ideal material for these applications because
of pressure-associated problems. In addition, the immobilization
of Diels ±Alderase ribozymes with higher rate accelerations is
planned, which may allow higher yields in ribozyme-catalyzed
cycloadditions.


Although the activity and selectivity of these immobilized
ribozymes are still far from those that have been achieved with
small-molecule Diels ±Alder catalysts, this work provides a
starting point for establishing immobilized nucleic acids as
practical catalysts.


Experimental Section


Materials : The 49-mer RNA (sequence: GGAGCUCGCUUCGGC-
GAGGCCGUGCCAGCUCUUCGGAGCAAUACUCGGC) was obtained
from Dharmacon (Boulder, CO) and IBA-NAPS (Gˆttingen, Germany).
The mirror-image 49-mer L-ribozyme was generously provided by
NOXXON Pharma AG (Berlin, Germany). Chemicals were purchased
from Sigma Aldrich and Pharmacia, and used as received. Com-


pounds 1 and 2 and were synthesized as previously de-
scribed.[25] Adipic acid dihydrazide agarose (CarboLink Coupling
Gel, Pierce) was used as the solid matrix. Quantitative radio-
activity measurements were performed on a Beckmann Coulter
LS 6000 SC scintillation counter. Schleicher & Schuell Centrex
MF centrifugal filters were used as reaction vessels and for
separating immobilized ribozymes from the reaction mixture.


RNA labeling with 32P : 49-mer RNA (20 pmol) was dissolved in
Buffer A (50 mM tris(hydroxymethyl)aminomethane (Tris)-HCl,
10 mM MgCl2, 5 mM dithiothreitol (DTT), 0.1 mM spermidine,
0.1 mM ethylenediaminetetraacetate, pH 7.6) and incubated
with �-32P-ATP (1 �L, 370 kBq�L�1) and T4 polynucleotide
kinase (10 U) at 37 �C for 2 h. Labeled product was purified by
denaturating 8% PAGE. Unlabeled RNA was mixed (doped)
with 32P-labeled RNA before use.


Ribozyme immobilization (example): Radioactively doped
49-mer RNA (600 pmol, 80000 cpm) was oxidized in NaIO4


solution (200 �L, 25 mM) for 60 min at �4 �C. The RNA was
precipitated by treatment with LiClO4 solution (2% w/v in acetone)
and collected by centrifugation at room temperature. The remaining
pellet was dissolved in Buffer B (0.1M sodium acetate, pH 5.5; 60 �L).
The resulting solution was mixed with adipic acid dihydrazide ±
agarose (30 �L) and allowed to incubate in the filter column at room
temperature for two days. The ribozyme-derivatized resin was
washed extensively with water. Immobilization was quantified by
32P Cerenkov counting of the washed resin and all supernatants and
wash fractions.


Mirror-image L-ribozyme was treated in the same way; the enzymatic
32P-labeling was done by using an enzyme concentration that had
been increased fourfold compared with the D-ribozyme.[30]


Underivatized Carbo Coupling Gel served as a negative control. All
matrices were stored at �20 �C.


Ribozyme-catalyzed Diels ±Alder reactions : Maleimide (50 nmol,
50 mM in acetonitrile) and anthracene substrate (12 nmol, 6 mM in
ethanol) were mixed in Buffer C (0.3M NaCl, 80 mM MgCl2, 30 mM Tris-
HCl, pH 7.4, total volume 55 �L). The solution was immediately mixed
with the resin at room temperature and incubated for 60 min in the
centrifugal filter reaction vessel (shaking at 1000 rpm). The reaction
was terminated by a short centrifugation (1 min, 500 g) and
quenched by addition of �-mercaptoethanol to the filtrate (250 nmol
in Buffer C).


HPLC analysis of reaction products : Reaction mixtures were
analyzed on a chiral NEA (R) column (YMC Europe, 250� 4.6 mm)
with water/ethanol (60:40) as the eluent, isocratic at 0.8 mLmin�1


and 45 �C, with UV detection at 230 nm. Samples were injected as
quenched reaction mixture (68 �L).
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Figure 3. Long-term stability of immobilized D-ribozyme. Relative yields of the
ribozyme-catalyzed reaction of 1 and 2 within one hour were recorded over a period
of 11 months (see the Experimental Section for details).[29]
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Flexible Adaptations in the Structure of the
tRNA-Modifying Enzyme tRNA±Guanine Trans-
glycosylase and Their Implications for Substrate
Selectivity, Reaction Mechanism and Structure-
Based Drug Design
Ruth Brenk, Milton T. Stubbs, Andreas Heine, Klaus Reuter, and Gerhard Klebe*[a]


The enzyme tRNA±guanine transglycosylase (TGT, EC 2.4.2.29)
catalyses a base-exchange reaction that leads to anticodon
modifications of certain tRNAs. The TGT enzymes of the eubacteria
Zymomonas mobilis (Z. mobilis TGT) and Escherichia coli (E. co-
li TGT) show a different behaviour in the presence of competitive
inhibitors. The active sites of both enzymes are identical apart from
a single conservative amino acid exchange, namely Tyr106 of Z.
mobilis TGT is replaced by a Phe in E. coli TGT. Although Tyr106 is,
in contrast to Phe106, hydrogen bonded in the ligand-free
structure, we can show by a mutational study of TGT(Y106F) that
this is not the reason for the different responses upon competition.
The TGT enzymes of various species differ in their substrate
selectivity. Depending on the applied pH conditions and/or induced
by ligand binding, a peptide-bond flip modulates the recognition


properties of the substrate binding site, which changes between
donor and acceptor functionality. Furthermore interstitial water
molecules play an important role in these adaptations of the
pocket. The flip of the peptide bond is further stabilised by a
glutamate residue that operates as general acid/base. An active-
site aspartate residue, presumed to operate as a nucleophile
through covalent bonding during the base-exchange reaction,
shows different conformations depending on the nature of the
bound ligand. The induced-fit adaptations observed in the various
TGT complex structures by multiple crystal-structure analyses are in
agreement with the functional properties of the enzyme. In
consequence, full understanding of this plasticity can be exploited
for drug design.


Introduction


The tRNA-modifying enzyme tRNA±guanine transglycosylase
(TGT, EC 2.4.2.29) is involved in the post-transcriptional modifi-
cation of tRNAs.[1] TGT catalyses a base-exchange reaction that
proceeds through a covalently bound intermediate (Figure 1).
During this reaction, a glycosidic bond of a specific guanosine
unit is cleaved without breaking the phosphodiester backbone
and a modified base is incorporated into the tRNA in a process
that follows an associative mechanism.[2, 3] In prokaryotes and
eukaryotes, the activity of TGT finally leads to tRNAs containing
the hypermodified base queuine (Q, 7-(((4,5-cis-dihydroxy-2-
cylcopenten-1-yl)amino)methyl)-7-deazaguanine, Figures 2 and
3).[1, 4] However, in archaebacteria, through TGT-catalysis and
subsequent enzymatic reactions tRNAs incorporating the related
base archaeosine (G*, 7-formamidino-7-deazaguanine, Figure 3)
are formed.[5] Accordingly, the TGTs of the three kingdoms of life
differ in substrate selectivity with respect to the recognised base
and tRNA.


Prokaryotic TGT catalyses the exchange of the queuine
precursor preQ1 (7-(aminomethyl)-7-deazaguanine, Figure 3)
against the guanine residue in position 34 (the ™wobble
position∫) of tRNAs exhibiting the anticodon sequence GUN


(tRNAAsp,Asn,His,Tyr).[1] In the following reaction steps, the preQ1,
already incorporated into the tRNA, is first transformed into an
epoxy-queuine (tRNA-oQueuosine) by QueA and finally reduced
to queuine (tRNA-Queuosine) by an as yet unknown enzyme
(Figure 2). The substrate preQ1 is probably derived from guanine
by an independent biochemical pathway. In contrast, eukaryotic
TGTs directly incorporate queuine into tRNAs with the anticodon
sequence GUN.[4] Since the final product of both biological
pathways is queuosine, these enzymes are also referred to as
queuosine TGTs (QueTGT).


Archaebacterial TGT uses a different base as well as a set of
different tRNAs as natural substrates.[5] These enzymes catalyse
the exchange of guanine in position 15 of the D-loop of various


[a] Prof. Dr. G. Klebe, Dr. R. Brenk, Prof. Dr. M. T. Stubbs,[�] Dr. A. Heine,
Priv. Doz. Dr. K. Reuter
Institut f¸r Pharmazeutische Chemie
Philipps-Universit‰t Marburg
Marbacher Weg 6, 35032 Marburg (Germany)
Fax: (�49) 6421 2828994
E-mail : klebe@mailer.uni-marburg.de


[�] Present address:
Institut f¸r Biotechnologie, Martin-Luther-Universit‰t Halle-Wittenberg
Kurt-Mothes-Strasse 3, 06120 Halle (Saale) (Germany)







RNA-Modifying Enzymes


ChemBioChem 2003, 4, 1066 ± 1077 www.chembiochem.org ¹ 2003 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim 1067


Figure 2. Biosynthesis of queuosine in prokaryotes. In eukaryotes, queuine is
directly incorporated into tRNA whereas archaebacterial TGT incorporates preQ0


which is then further modified to archaeosine (see Figure 3). QueA� S-adenosyl-
methionin-tRNA-ribosyltransferase-isomerase, SAM� S-adenosyl-methionine.


tRNAs against preQ0 (7-cyano-7-deazaguanine, Figure 3) which is
subsequently transformed to archaeosine. Since archaeosine is
the final product of this pathway, the corresponding enzymes
are called archaeosine TGTs (ArcTGT).


Beside their natural substrates, the TGTs of the different
kingdoms also accept additional bases, with eukaryotic TGT
showing the lowest selectivity (Table 1).[4±6] This enzyme accepts
the physiological substrates of all the other TGTs, including
guanine. Prokaryotic TGT accepts preQ0 and guanine in addition
to its natural substrate preQ1. The most pronounced selectivity is


Figure 3. Chemical structure of guanine and derivatives of 7-deaza-guanine.


established by archaebacterial TGT, which only accepts its
natural substrate preQ0 and guanine.


The crystal structure of Z. mobilis TGT has been determined
from the class of prokaryotic TGTs.[7] This enzyme belongs to the
family of (�/�)8-barrels (TIM-barrels, Figure 4a). Differing from
the usual fold, where the eight �/� units of the barrel follow one
contiguous stretch, several additional secondary structural
elements are inserted in the Z. mobilis TGT between the �/
� units. At the N-terminus, a three-stranded antiparallel � sheet
closes up the N-terminal side of the barrel. The barrel makes up
the central part of the protein. A C-terminal subdomain is
attached to the barrel and contains a structural zinc ion
coordinated by the four amino acids Cys318, Cys320, Cys323
and His349. The zinc binding site and the barrel are connected


Figure 1. Catalytic mechanism of prokaryotic TGT. The enzyme catalyses a base-exchange of guanine in the wobble position of certain tRNAs against preQ1. The
reaction follows an associative mechanism.


Table 1. Substrate selectivity of TGTs of the different kingdoms of life.[a]


Enzyme Guanine[b] preQ0
[b] preQ1


[b] Queuine[b]


archaebacterial TGT x x - -
prokaryotic TGT x x x -
eukaryotic TGT x x x x


[a] x� accepted as substrate; -�not accepted. [b] For chemical formulae
see Figure 3.
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Figure 4. Schematic folding patterns of prokaryotic (a) and archaebacterial
TGT (b). Both enzymes display a (�/�)8-barrel as central part but show different
inserted elements. In addition to the catalytic domain, archaebacterial TGT has
three further domains which may be responsible for its different tRNA recognition
characteristics.


by helix �12. This helix is the terminal one of the (�/�)8 motif and
comprises the basic amino acids Arg286 and Arg289 which are
assumed to be involved in tRNA binding. The active site is
located at the C-terminal face of the barrel. In the absence of a
ligand, the side chain of Tyr106 closes up the active site by
forming hydrogen-bonds to Asp156 and Gln203 (see Figure 5d).
After substrate binding, these bonds are disrupted and the base
to be exchanged intercalates between the hydrophobic amino
acids Met260 and Tyr106 (Figure 5a). The substrate is specifically
recognised by hydrogen bonds to Asp156, Gly230, Gln203 and
Leu231. Except for the replacement of Tyr106 by Phe, these
amino acids are highly conserved among prokaryotic TGTs.[8] To
date, no crystal structure of Z. mobilis TGT in complex with tRNA
has been determined. It is assumed that the tRNA interacts with
the positively charged zinc binding subdomain and that
guanine 34 binds into the same pocket that is occupied by
preQ1 in the binding complex.[3, 7]


From the class of archaebacterial TGTs, the crystal structure of
ArcTGT from Pyrococcus horikoshii has been determined.[9] The
N-terminal end of ArcTGT is homologous to prokaryotic QueTGT,


although the sequence homology is rather low amounting to
only 25 %.[8] This domain also folds into a TIM-barrel but the
secondary structural elements are different to those in the Z.
mobilis enzyme (Figure 4b). In addition to the catalytic domain,
the ArcTGT contains three C-terminal domains which altogether
consist of about 300 amino acids. These domains adopt novel
folds. The C3-domain possesses sequence homology to the
™PUA∫ domain.[10] This domain is widely conserved among
eukaryotic and archael RNA-modifying enzymes. Since the
C-terminal domains contain conserved basic residues, it is
assumed that they are involved in tRNA binding. The presence
of these additional domains is probably a prerequisite for the
difference in tRNA recognition between ArcTGT and QueTGT.
Whereas prokaryotic TGT recognises the anticodon loop, arch-
aebacterial TGT modifies the D-loop. Recently, the structure of
P horikoshii in complex with tRNA has been determined to 3.3 ä
resolution.[11] It could be confirmed that indeed the PUA domain
interacts with the nucleic acid. But unexpectedly, an alternative
tertiary structure of the tRNA (named the ™� form∫) has been
detected. In this conformation, the canonical core is disrupted
and the melted D-arm is protruded. In this conformation, those
base pairs are disrupted that constitute, in the canonical tRNA
conformation, the stem of the D-arm. While one strand of the
former D-stem then base pairs with the otherwise unpaired
variable loop, the second strand remains unpaired and, together
with the D-loop, protrudes from the tRNA.


In contrast to the crystal structure of Z. mobilis TGT, in the
ligand-free structure of P. horikoshii TGT, part of the active site
(amino acids 97 ±106, which correspond to 104 ± 113 in Z. mobi-
lis TGT) is disordered. After substrate binding this part becomes
ordered. Compared to Z. mobilis TGT, three out of six amino acids
forming a direct interaction to the ligand are conserved. The
amino-pyrimidinone moiety of the substrate forms the same
type of interactions to Asp130, Gln169 and Gly196, which
correspond in Z. mobilis TGT to Asp156, Gln203, Gly230 (Fig-
ure 5a, b). The hydrophobic amino acids Met260 and Tyr106 of
Z. mobilis TGT intercalating the substrate are replaced by Phe99


Figure 5. a) Binding mode of preQ1 complexed with prokaryotic TGT. The
terminal amino group of the ligand donates a hydrogen atom to the carbonyl
group of Leu231. (Coordinates taken from ref. [7] .) b) Binding mode of preQ0


complexed with ArcTGT. The cyano group of the ligand is hydrogen bonded to
Val198. (Coordinates taken from ref. [9] .) c) Crystal structure of Z. mobilis
TGT(Y106F) in complex with preQ1 at 1.90 ä resolution. The position of the
substrate which has been omitted during refinement is very well defined in the
�Fo ��� Fc � electron-density map (contoured at 2.5 �). d) Crystal structure of
Z. mobilis TGT(Y106F) (yellow) at 1.95 ä resolution superimposed with the
uncomplexed structure of the wild-type enzyme (cyan) and the structure of
TGT(Y106F) ¥ preQ1 (grey). The shape of the �Fo ��� Fc � electron-density map
(contoured at 2.5 �) after the first refinement (Tyr106 was replaced by Ala) clearly
shows, that contrary to Tyr106 the Phe106 residue in the uncomplexed structure
adopts the substrate binding conformation. (Coordinates for the wild-type
structures taken from ref. [7] .) e) Domino effect initiated by the rotation of
Asp102, the arrows indicate the dynamic motion of the various residues. The
structure of TGT ¥ preQ0 (grey), crystallised at pH 5.5, is superimposed with that of
TGT ¥ 2 (yellow), soaked at pH 8.5. (Coordinates for TGT ¥ 2 taken from ref. [24] .)
f) � Fo ��� Fc � electron-density map (contoured at 1.0 �) for the ligand 4 and
Asp102 of the structure TGT ¥4 determined at 1.70 ä. The map clearly shows that
the side chain of Asp102 occupies two different conformations. (Coordinates and
structure factors for TGT ¥ 4 taken from ref. [8] .)


�
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and Phe229. In addition, Leu231 (Z. mobilis TGT) is substituted by
Val197. In this part of the binding pocket, an interesting
difference is observed compared to Z. mobilis TGT. In the
complex structure of Z. mobilis TGT ¥ preQ1 the carbonyl oxygen
atom of Leu231 faces the binding pocket forming a hydrogen
bond to the terminal amino group of the substrate. However, in
the P. horikoshii TGT, the peptide bond from Val197 to Val198 is
flipped. In consequence, the hydrogen atom of the adjacent
amide group is now facing the binding pocket. This group
donates a hydrogen bond to the cyano group of preQ0 which
shows hydrogen-bond acceptor properties. Furthermore, the
side chain of the catalytic residue Asp95 is rotated towards the
ligand to form two parallel hydrogen bonds.


No structure of a eukaryotic TGT has been determined to date.
The sequence of the human TGT has been published recently.[12]


It shares a sequence identity of 43% with the Z. mobilis TGT.
Based on the crystal structure of Z. mobilis TGT Romier et al. have
modelled the structure of the eukaryotic TGT of C. elegans.[8]


According to this model, only a few amino acids need to be
replaced in the active site. It is supposed that the replacement of
Cys158 (Z. mobilis TGT) by Val has no major influence on substrate
recognition (Figure 5a). Important, however, is the substitution
of Val233 (Z. mobilis TGT) by glycine (see Figure 8b), which would
open up the binding pocket in this region to accommodate the
cyclopentendiol moiety of the natural substrate queuine.


The exact physiological role of incorporating queuosine and
archaeosine into the tRNA remains unclear. It has been
suggested that both bases play a role in stabilising a certain
conformation of tRNA.[13, 14] Furthermore, the presence of
queuosine in the wobble position may alter the efficiency and
fidelity of tRNAs during translation.[15±17] In eukaryotes, queuo-
sine is probably involved in differentiation, proliferation, cellular
signalling and the oxidative stress response.[18] In addition, the
tRNA of tumours is often undermodified with respect to
queuosine.[19] On the other hand, leukemic cells exhibit an
increased queuosine level in tRNA.[20] E. coli cells lacking the
tgt gene show no significant change in growing behaviour.[21]


However, S. flexneri cells lacking this gene show a dramatically
reduced virulence phenotype.[22] This change is due to an
insufficient translation of virF mRNA that encodes a regulator
protein involved in the expression of several important virulence
proteins.[23] This situation prompted us to use the TGTas a target
for the design of new antibiotics against Shigellosis.[24±27]


Herein we discuss flexible adaptations of the substrate
binding pocket of Z. mobilis TGT that have an impact on
substrate selectivity, on the assumed reaction mechanism and
which provide new concepts for structure-based drug design.


Results and Discussion


Flexible Adaptations in the Protein


Closed and Opened Binding Pocket


For the determination of Ki values of competitive inhibitors with
the Z. mobilis enzyme, a preincubation step of about 20 min is
required.[27] This step is not necessary in the case of the E. coli


enzyme, which exhibits a sequence identity of about 52% to the
Z. mobilis enzyme and exposes a phenylalanine towards the
active site.[28] Apart form this replacement, the binding pockets
of both enzymes are identical. The crystal structure of the ligand-
free Z. mobilis enzyme shows that the binding pocket is closed
by Tyr106 (Phe106 in Figure 5d) which forms hydrogen bonds to
Asp156 and Gln203 (Figure 5d).[7] Note that most TGTs possess a
Phe instead of a Tyr residue at this position. A search in the
SWISS-Prot database (posted date May 24, 2003)[29] revealed that
out of 53 sequences having a sequence identity of more than
34% with Z. mobilis TGT, only the one originating from the
thermophilic bacterium Aquifex aeolicus also contains this
tyrosine residue. Are the hydrogen bonds formed with the
additional hydroxy group of Tyr106 responsible for the deviating
kinetic behaviour? To address this question we constructed a
Y106F mutant of Z. mobilis using site-directed mutagenesis. The
mutated protein crystallised similarly to the wild type. The crystal
structure of TGT(Y106F) in complex with the natural substrate
preQ1 was determined at 1.90 ä resolution. The �Fo ��� Fc �
electron density with the ligand omitted from the calculation
(contoured at 2.5 �) clearly defines the substrate (Figure 5c),
which adopts the same binding mode as in the structure of the
wild-type enzyme.[7]


As described above, the side chain of Tyr106 blocks the
binding pocket by forming hydrogen bonds to neighbouring
amino acids. In the uncomplexed structure of P. horikoshii this
part of the binding pocket is disordered. Thus, it raises the
question, which conformation the corresponding amino acids
would adopt in the uncomplexed structure of the mutated
Z. mobilis TGT? This structure was determined at 1.95 ä. As the
starting geometry for the refinement, we used the coordinates of
the ligand-free structure of the wild-type enzyme, but replaced
Tyr106 by alanine. The positive �Fo ��� Fc � electron-density map
(contoured at 2.5 �) clearly shows that Phe106 adopts the open
conformation supposedly favourable for substrate binding
(Figure 5d).


To check whether the observed preorganisation of Phe106
influences the required preincubation time, we determined the
kinetic parameters of the mutated enzyme. With both sub-
strates, tRNA as well as [3H]-guanine, Km, kcat and kcat/Km remained
unchanged within the error limits of the measurements
compared to the wild-type enzyme (Table 2, Figure 7).[30, 31]


Accordingly, the mutated enzyme shows kinetics similar to
those of the wild type.


With ligand 1 (Figure 6), an inhibitor of Z. mobilis TGT,[27] the
influence of the preincubation time on the initial velocity of the
enzyme reaction was examined. For this purpose, the mutated
enzyme was preincubated at a given ligand concentration and
the reduction in the velocity was plotted against time. After a
preincubation time of twelve minutes the initial velocity
dropped to about 60% of the starting value (Figure 7b).
Preincubation for an additional eight minutes did not reduce
the velocity. The same behaviour was found for the wild-type
enzyme[27] showing that the preorganisation of Phe106 does not
correlate with the required preincubation. Therefore, the rupture
of the hydrogen-bond network at the door-keeping Tyr106 can
be ruled out as a direct explanation of the preincubation
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Figure 6. Inhibitors of Z. mobilis TGT.


phenomena. Clearly, other structurally less evident factors are
responsible for this behaviour.


Substrate Selectivity


As mentioned in the Introduction, the TGTs of the three
kingdoms differ in substrate specificity (Table 1).[4±6] The most
pronounced substrate selectivity is shown by archaebacterial
TGTs. They exclusively accept their natural substrate preQ0 in
addition to guanine. Note that in the crystal structure of ArcTGT ¥
preQ0 the cyano group of this ligand is hydrogen bonded to the
amide nitrogen atom of Val198 (Ala232 in Z. mobilis TGT
Figure 5a, b) whereas in the crystal structure of the prokaryotic
TGT in complex with preQ1, the terminal nitrogen atom of the
ligand's amino group donates a hydrogen atom to the carbonyl
group of Leu231 (Val197 in P. horikoshii TGT; Figure 5a, b). To
achieve this binding mode, the peptide bond between Leu231
and Ala232 in Z. mobilis TGT is flipped compared to the
corresponding bond in P. horikoshii TGT (Val197 to Val198).
Accordingly, in the crystal structure of Z. mobilis TGTan acceptor
group is presented towards the binding pocket, whereas in


Figure 7. a) Michaelis ±Menten plot of TGT(Y106F). � values for varying tRNA
concentrations and a fixed guanine concentration; � values for varying guanine
concentrations and a fixed tRNA concentration. The solid lines indicate a
regression calculated through these values V0� initial velocity. b) Influence of the
mutation Y106F on the preincubation time of ligands for determining Ki values.
Compound 1 was added in a final concentration of 50 �M to the mixture of
mutated enzyme and substrate. The initial velocity Vi was determined after 0, 8,
12, 16 and 20 min. The error bars indicate the estimated standard deviation of
two measurements. CPM� counts per minute.


P. horikoshii TGT a donor group is presented. These swapped
functionalities are responsible for the deviating recognition
properties with respect to natural substrates preQ0 and preQ1.
Interestingly, this flip of the backbone can be provoked or
induced in prokaryotic TGT by ligand binding or a pH shift.
Recently, we have reported on a ligand (2, Figure 6) which
adopts an unexpected new binding mode,[24] where the peptide
bond between Leu231 and Ala232 has been flipped compared
to the uncomplexed structure (Figure 5d and Figure 8b). The
conformation observed in this flipped structure matches well
with the one found in ArcTGT (Figure 5b). Furthermore, an
interstitial water molecule (W1) mediates the contact between
the ligand and this region of the binding pocket (Figure 8b). A
very similar binding mode was detected for guanine in the
ArcTGT.[9] In this case, the contact between ligand and protein is
also mediated by an interstitial water molecule.


To increase the solubility of basic ligands in the soaking buffer,
we established crystallisation conditions at pH 5.5. A structure of


Table 2. Kinetic characterisation of the TGT(Y106F) mutant with tRNA and
[3H]-guanine as substrate.[a]


tRNA
Parameter TGT (w.t.) TGT(Y106F)


Km [�M] 1.0�0.4 0.36� 0.1
vmax [�Mmin�1] 61.5�10�3 � 4.3�10�3 44.7�10�3 �6.7� 10�3


kcat [s�1] 1.4�10�2 � 0.1�10�2 0.5�10�2 �0.1� 10�2


kcat/Km [�M�1 s�1] 13.9�10�3 � 1.0�10�3 13.3�10�3 �1.4� 10�3


[3H]-guanine
Parameter TGT (w. t.) TGT(Y106F)


Km [�M] 0.38� 0.1 1.3�0.1
vmax [�Mmin�1] 48.8�10�3 � 3.3�10�3 38.9�10�3 �4.0� 10�3


kcat [s�1] 1.1�10�2 � 0.1�10�2 0.4�10�2 �0.04� 10±2


kcat/Km [�M�1 s�1] 28.9�10�3 �8.3� 10�3 3.4�10�3 �0.2� 10�3


[a] For comparison, the values of the wild-type enzyme are also given.[30]


Within the error limits, the values are identical for both enzymes
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the uncomplexed enzyme, crystallised under these conditions,
could be determined with a resolution of 1.90 ä. At this pH value,
several differences to the ligand-free structure crystallised at
pH 8.5 are apparent. The general fold remains unchanged, but in
two regions exhibiting enhanced high temperature factors at
pH 8.5 (�45 ä2 or �70 ä2, average for remaining residues
20.7 ä2)[7] the structure is modified. Both regions experience
a relatively high content of amino acids that are probably
charged (Lys125, His127, Asp129, Arg132 in one region and
His133 or Arg286 and Arg289 in the other). In the region
represented by the �-strands 7 ± 9 (Figure 4a), the degree
of disorder increases and strand 9 becomes completely disor-
dered. In contrast, helix 12 is much more ordered at pH 5.5
than at pH 8.5 (Figure 8d). The average temperature factor for
these amino acids drops to 29.3 ä2. Furthermore, in the substrate
binding pocket, the backbone flip of the peptide bond Leu231
to Ala232 is induced (Figure 8e). The adopted confor-
mation exactly matches that found in TGT ¥2, with the addi-
tion of a new water molecule (W6). This water molecule is
hydrogen bonded to the flipped carbonyl group of Leu231
(Figure 8e).


Superposition of the ligand-free crystal structure (pH 5.5) of
Z. mobilis TGT containing the flipped backbone conformation
with the corresponding region of P. horikoshii TGT reveals that
one carboxylate oxygen atom of Glu235 (Z. mobilis TGT) fits onto
the nitrogen atom of the peptide bond Pro199 to Leu200
(P. horikoshii TGT; Figure 8e). This nitrogen atom forms a hydro-
gen bond to the carbonyl group of Val197. In the structure of the
Z. mobilis enzyme, the distance between the carboxylate oxygen
atom of Glu235 superimposed with the amide nitrogen atom of
Leu200 in P. horikoshii TGT and the carbonyl group of Leu231
(Val197 in P. horikoshii TGT) is only 2.4 ä. If Glu235 is deproto-
nated, the interaction between these atoms should create an
unfavourable repulsive acceptor ± acceptor interaction, which
suggests that Glu235 might act as a general acid/base. Depend-
ing on the given pH value or induced by a bound ligand, this
carboxylate group switches between a protonated or deproto-
nated state, which stabilise the two alternative backbone
conformations.


If Z. mobilis TGT is cocrystallised with preQ0 at pH 5.5, again the
flipped conformation of the Leu231 ±Ala232 peptide bond
which exposes the NH donor facility is present (Figure 8a). In this
structure, the water molecule W1 found in QueTGT ¥2 is replaced
by the cyano group of preQ0 which forms a hydrogen bond to
the NH group of Ala232 (Figure 8b). Compared to the TGT ¥2
complex and the ligand-free structure at pH 5.5 a remarkable
change in this part of the protein becomes apparent. Part of a
loop starting from Val233 and running to Glu235 is shifted
downwards and the peptide bond between Glu235 and Gly236
is also flipped (Figure 8c). Furthermore, the carbonyl group of
Leu231 no longer forms a hydrogen bond to Glu235 but only
interacts with water molecule W6, whereas the side-chain
carboxylate group of Glu235 stacks with its hydrophobic � face
on top of the adjacent peptide bond. Thus instead of directly
interacting through a hydrogen bond, the two functional groups
interact through their hydrophobic moieties which are exposed
perpendicular to the functional-group planes.


Thus, Glu235 seems to play an important role for substrate
selectivity. This hypothesis is supported by a sequence analysis
of TGTs across different organisms. Among prokaryotic and
eukaryotic TGTs, which accept both substrates, preQ1 and preQ0,
this glutamate 235 is highly conserved.[8] In contrast, the back-
bone of P. horikoshii TGT is conformationally restricted in this
region by Pro199 (Figure 8e). Therefore, the decreased flexibility
of the Val197 ±Val198 peptide bond as well as the absence of a
general acid/base in this region prevents the peptide-bond
switching and could explain the enhanced substrate selectivity
of archaebacterial TGT compared to prokaryotic and eukaryotic
TGTs. It is remarkable that for Z. mobilis TGT, substrate selectivity
is determined not by the amino acids directly exposed towards
the active site but more by those residing in the peripheral
sphere.


It remains unclear in this context, why in the structure
QueTGT ¥ preQ0, cocrystallised at pH 5.5, the amino acids Val233
to Glu235 (Figure 8b) are shifted compared to the complex
QueTGT ¥2, obtained by soaking at pH 8.5. Clearly, a direct
contact with a hydrogen-bonding distance is avoided. Whether
this is due to the difference in pH value resulting in the different
protonation states of Glu235, the cocrystallisation procedure or
to the different nature of the ligands creating different local
dielectric conditions is a matter of further investigations.


Catalytical Aspartate


The reaction catalysed by TGT follows an associative mechanism
that proceeds via a covalent intermediate (Figure 1).[2, 3] In the
case of Z. mobilis TGT the covalent bond is presumably formed
to Asp102 which nucleophilicly attacks the ribose carbon C4 of
nucleoside 34 of the tRNA. In the structure of QueTGT ¥ preQ1


(pH 7.3) the side chain of this aspartate residue points away
from the required reaction site. Instead, it is hydrogen-bonded
to Asn70 and Thr71 (Figure 5a). Consequently, Romier et al.


Figure 8. a) 2 � Fo ��� Fc � electron-density map of TGT ¥ preQ0 (contoured at 1.0 �,
cyan) and �Fo ��� Fc � map (contoured at 2.5 �, green). The cyano group of preQ0


forms a hydrogen bond to Ala232. The carbonyl group of Leu231 is hydrogen
bonded to W6. b) Superposition of Z. mobilis TGT ¥ preQ0 (grey, ligand orange)
with TGT ¥2 (yellow, ligand cyan). Both structures display a flipped backbone
conformation at the peptide bond Leu231 to Ala232. Part of a loop composed by
the amino acids Val233 to Glu235 is shifted downward in TGT ¥ preQ0 compared to
TGT ¥ 2. (Coordinates for TGT ¥ 2 taken from ref. [24] .) c) Superposition of Z. mobilis
TGT ¥ preQ0 (grey) with TGT ¥ 2 (yellow). In TGT ¥2 Glu235 is hydrogen-bonded to
Leu231 whereas in TGT ¥ preQ0 the terminal carboxylate group of Glu235 stacks
with its hydrophobic � face on top of the peptide bond Leu231 to Ala232 and an
additional water molecule (W6) is found in hydrogen-bonding distance to the
carbonyl group of Leu231. (Coordinates for TGT ¥2 taken from ref. [24] .) d) Part of
the X-ray structure of Z. mobilis TGT that is better ordered at pH 5.5 together with
the 2 � Fo ��� Fc � electron-density map (contoured at 1.0 �). e) Superposition of the
crystal structure of uncomplexed Z. mobilis TGT, crystallised at pH 5.5 (grey) with
that of P. horikoshii TGT (green). In P. horikoshii TGT a hydrogen bond is formed
between Val197 and Leu200 whereas in Z. mobilis TGTa hydrogen bond is formed
from Leu231 to Glu235 ± assuming that Glu235 is protonated. (Coordinates for
P. horikoshii TGT taken from ref. [9] .) f) 2 � Fo ��� Fc � electron-density map
(contoured at 1.0 �, cyan) and �Fo ��� Fc � map (contoured at 2.5 �, green) of
Z. mobilis TGT ¥ preQ1, cocrystallised at pH 5.5.


�
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assumed that the binding of tRNA is a prerequisite for breaking
these hydrogen bonds and that the breaking of these bonds
enables Asp102 to accomplish its catalytic function.[7] In a
subsequent paper Romier et al. described mutated variants of
Z. mobilis TGT.[3] In the uncomplexed structures of TGT(D156A)
and TGT(D156Y) a rotation of Asp102 of about 180� into the
binding site was found. This change suggested that the
hydrogen-bond network could probably be broken without
tRNA binding. In the case of P. horikoshii TGT, the side chain of
the corresponding Asp95 residue is rotated into the binding
pocket both in the ligand-free structure and in the presence of
the ligand.[9] It forms two parallel hydrogen bonds to an
accommodated ligand, this conformation requires that either
the ligand or the aspartate is protonated (Figure 5b). Since
Asn70 of Z. mobilis TGT is also present in P. horikoshii TGT
(Asn63), the conformation of Asp102 found in the structure of
TGT ¥ preQ1 could in principle be adopted by Asp95 of P. hori-
koshii TGT. Both crystals, those of ArcTGT and of QueTGT, have
been soaked with their substrates at pH 7.5.[7, 9] To check whether
a lower pH value during soaking the QueTGT crystals would
result in a rotation of Asp102 as seen in ArcTGT, we soaked a
crystal with preQ1 at pH 5.5. However, at this pH value, soaking of
preQ1 was no longer successful as the crystals dissolved.
Cocrystallisation of preQ1 with QueTGT at pH 5.5 resulted in
crystals with the new space group C2221 (Table 3). The crystals
did not diffract quite as well but a dataset of 2.40 ä resolution
could be collected. The packing in the new space group did not
alter significantly the crystal contacts or the shape of the
enzyme. The overall root-mean-square deviation (rmsd) of all the
C� atoms of TGT ¥ preQ0 and TGT ¥ preQ1 amounts to only 0.32 ä.
In this structure, the side chain of Asp102 is rotated towards the
ligand as in ArcTGT (Figure 8 f). This rotated conformation was


also found in QueTGT ¥ preQ0, which was cocrystallised at pH 5.5
(Figure 8a). These results indicate that the rearrangement of
Asp102 is indeed induced by the bound base even in absence of
tRNA.


The basic pKa value of N1 in preQ0 (Figure 3) is�1 whereas the
pKa of N1 in preQ1 is about 1.8.[32] For the side chain of free
aspartate, a pKa value of 3.9 is measured in water.[33] To form a
hydrogen bond between Asp102 in QueTGT or Asp95 in ArcTGT
and the bound substrate, either the side chain or the ligand must
be protonated. Accordingly, a pKa shift is induced by the bound
ligand.


Because of the rearrangement of Asp102, several additional
changes occur in the structure as a cascade of subsequent
™domino effects∫. As Asn70 is no longer hydrogen bonded to
Asp102, part of its side chain becomes disordered. Furthermore,
compared to TGT ¥2, Asn70 is slightly shifted towards Asp102
(Figure 5e). In consequence additional space between Asn70
and Thr47 is created resulting in the population of an alternative
conformer of Thr47.


Structure-Based De Novo Design


As TGT is a prerequisite of the efficient pathogenicity of Shigellae,
the causative agent of dysentery,[22, 23] the structure of Z. mobilis
TGT has been used in structure-based drug design.[24±27] In a first
design cycle, the crystal structure of the TGT ¥ preQ1 complex
served as a basis for the de novo design of ligands using the
program LUDI.[27, 34] Through this approach, 4-aminophthalhy-
drazide (3 ; Figure 6) was discovered as a first lead structure in the
low micromolar range. The crystal structures of TGT together
with this inhibitor, as well as with several extended derivatives
were determined. All of them showed no significant side-chain


Table 3. Data collection and refinement statistics.


Crystal data TGT(Y106F) TGT(Y106F) ¥ preQ1 TGT ¥ preQ0 TGT (pH 5.5) TGT ¥ preQ1


Space group C2 C2 C2[a] C2[a] C2221
[a]


Cell constants
a [ä] 90.39 90.25 90.62 90.38 64.47
b [ä] 64.72 65.02 65.54 65.37 91.87
c [ä] 71.88 71.40 70.33 70.57 165.83
� [�] 97.02 96.65 96.46 96.30 90.00
Resolution [ä] 40.00� 1.95 40.00� 1.90 20.00� 1.70 40.00� 1.90 25.00�2.40
Total no. of reflections 109129 98882 163734 116335 94879
No. of unique reflections 29077 31900 43081 32280 19371
Completeness of all data ([%], outer shell) 96.4 (94.0) 98.2 (96.3) 95.6 (92.2) 99.9 (99.8) 97.9 (99.5)
Rsymm for all data ([%], outer shell)[b] 7.0 (29.4) 6.4 (27.4) 10.4 (56.2) 7.1 (24.4) 9.6 (42.0)
Rfree [%][c] 19.8 21.1 20.0 20.9 25.2
R factor [%][c] 18.4 18.0 17.6 17.2 20.6
No. of protein atoms (non-hydrogen atoms) 2895 2907 2930 2830 2828
No. of water molecules 342 365 377 358 116
rmsd angle [�] 1.2 1.2 1.4 1.2 1.3
rmsd bond [ä] 0.005 0.005 0.008 0.005 0.007
average B factors, protein atoms [ä2] 20.9 20.8 20.0 20.8 38.8
average B factors, water atoms [ä2] 30.7 30.9 31.0 30.5 35.3
average B factors, ligand atoms [ä2] - 22.1 19.1 - 38.8


[a] � and � angles remain in the same area a found in the structure of Romier et al. (1PUD).[7] [b] Rsymm�� � I�� I���I, where I is the observed intensity and
� I� is the average intensity for multiple measurements. [c] The Rfree


[46]was calculated from a random selection of reflections constituting �10 % of the data;
the R factor was calculated with the remaining intensities. [d] rmsd� root-mean-square deviation.
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or backbone movements when compared to TGT ¥ preQ1. A
topological search for ligands sharing the dihydropyridazine-
dione scaffold of 3 retrieved several ligands that actually showed
Ki values in the micromolar range.[24] Out of these compounds,
the crystal structure of TGT complexed with 2 could be
determined (Figure 8b). This structure was the first to show
the flip of the peptide bond between Leu231 and Ala232, such
that the NH group of the amide bond is exposed to the binding
pocket. In addition, an interstitial water molecule mediated a
contact between this peptide bond and the ligand. As described
above, this binding mode is very similar to that detected in
ArcTGT ¥ guanine, Arc ¥ preQ0


[9] and QueTGT ¥ preQ0 (Figure 5b,
Figure 8a). The finding of this binding mode prompted us to
develop a composite pharmacophore model. Virtual screening
based on this multiple-protein-based pharmacophore resulted
in hits for distinct compound classes. In the kinetic assay they
exhibited affinities in the micromolar to the submicromolar
range.


In another design cycle, inhibitors with a quinazolinone
scaffold were designed as an alternative lead skeleton (e.g. 4,
Figure 6).[26] This scaffold was assumed to mimic the interactions
of preQ1 in the binding pocket. The predicted binding mode
could be confirmed by crystal-structure analysis (Figure 5 f) with
a crystal that was soaked at pH 8.5. Surprisingly, after refinement,
in addition to the expected interactions, two conformations of
Asp102 become visible in the 2 � Fo ��� Fc � electron-density map
(contoured at 1.0 �): In one conformation, Asp102 is still
hydrogen bonded to Asn70 as found in QueTGT ¥ preQ1 at
pH 7.3, in the other conformation, Asp102 forms hydrogen
bonds with the ligand as in the complexes QueTGT ¥ preQ1 and
QueTGT ¥ preQ0 cocrystallised at lower pH value (Figure 5 f, Fig-
ure 8a). Compared to the natural substrates, this compound
class possesses an elevated pKa value (about 4.5), which may
account for the rearrangement of Asp102 observed even at
higher pH. The refined data do not allow us to determine
whether both conformations occur in the presence of the bound
ligand. Since the active site is only partially occupied, it is
possible that only protein molecules with the bound ligand
exhibit the rearranged conformation, whereas all the uncom-
plexed molecules orient Asp102 away from the ligand binding
site. Attempts to design ligands with an alternative scaffold that
places a positively charged group between Asp102 in its rotated
ligand-exposed conformation and Asp156 are in progress.


As Asn70 is no longer fixed to Asp102 in its rearranged
orientation, a small hydrophobic pocket formed by Val45, Leu68
and Val282 (Figure 5 f) increases in size. This pocket has already
been addressed successfully by aromatic substituents.[25, 26]


Consequently we plan to fill the expanded pocket by larger
and shape-complementary substituents.


Conclusion


The enzymes TGT catalyse the post-transcriptional modification
of tRNA by the introduction of modified bases. The orthologous
proteins of Z. mobilis and E. coli differ in only one residue in the
active site: Tyr106 is replaced by phenylalanine. Nevertheless,
they show a different kinetic behaviour in response to com-


petitive inhibitors, for example, the Z. mobilis enzyme requires a
preincubation step for inhibition. We could show by a muta-
tional study of TGT(Y106F), that although in contrast to Phe106,
the residue Tyr106 is hydrogen bonded in the ligand-free
structure, this is not the reason for the kinetic difference. Clearly,
other structurally less evident factors are responsible for this
behaviour.


Further, the different enzymes originating from the three
kingdoms of life differ in their substrate selectivity. Structural
evidence could be collected to describe and understand the
deviating potential of the active sites of the enzymes to adopt
and subsequently accommodate the different substrates. Re-
markably, a peptide-bond flip, triggered by pH conditions and/or
induced by ligand binding, modulates the recognition proper-
ties of the substrate binding site which switch between hydro-
gen-bond donor and acceptor functionality. Furthermore, inter-
stitial water molecules are used to complement the versatile
adaptations of the pocket. The peptide switch is stabilised by an
adjacent glutamate residue present in the next coordination
sphere around the substrate binding pocket that operates as a
general acid/base by changing its protonation state depending
on the bound ligand. The plasticity of this part of the binding
pocket together with the properties of the interstitial water
molecule have been exploited in the design of novel inhibitors.
An active-site aspartate residue, assumed to operate as a
nucleophile through covalent bonding during the base-ex-
change reaction, has different conformations depending on the
chemical nature of the bound ligand. Since the rearrangement of
this residue is required for catalysis and has consequences for
the shape of an adjacent hydrophobic sub-site, the observed
structural adaptations will be used in a subsequent ligand-
design concept. Interestingly enough, the induced-fit adapta-
tions experienced by TGT and discovered through multiple
crystal-structure analysis of ligand±protein complexes all affect
the functional properties of the enzyme. Once detected and
mechanistically understood this plasticity can be exploited for
the design of structurally distinct inhibitors.


Experimental Section


Z. mobilis TGT, both wild-type and Y106F mutant, were prepared as
described elsewhere.[31, 35] E. coli tRNATyr was prepared as described
by Curnow et al.[36]


Construction of the TGT mutant Y106F : Site-directed mutagenesis was
performed using the QuickChange kit (Stratagene).[37] The oligonu-
cleotides listed in Table 4 were used to construct Y106F with pET9d-
ZM[31] serving as template. Successful mutagenesis was verified by
sequence analysis of the complete mutated tgt gene.


Determination of kinetic parameters and preincubation time : The
kinetic parameters of the mutated TGT were determined as
described elsewhere[30] which is a modification of the assay described
in ref. [31] . For the varied substrate, concentrations of up to 15 �M


were used, whereas the fixed substrate was added in a final
concentration of 20 �M. Michaelis ±Menten parameters were deter-
mined in triplicate and the values given in Table 2 are the average of
these measurements. The initial velocities of the enzyme reaction
inhibited with ligand 1 (50 �M) were determined after 0 to 20 min
preincubation time as described by Gr‰dler et al.[27]







G. Klebe et al


1076 ¹ 2003 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2003, 4, 1066 ± 1077


Crystallisation, soaking and cocrystallisation : Wild-type TGT and
TGT(Y106F) where crystallised at pH 8.5 as described elsewhere.[35]


For crystallisation at pH 5.5, first crystals for macro seeding where
obtained out of a mixture of TGT (2 �L, 14 mgmL�1) dissolved in the
buffer described in ref. [35] along with 2 �L of a buffer composed of
morpholino ethylsulfonate (MES; 100 mM), pH 6.0, dithiothreitol
(DTT; 1 mM), poly(ethylene glycol) (PEG 8.000 10% (w/v)) and DMSO
(10% (v/v)) by the hanging-drop method with the latter solution also
serving as the reservoir solution. These drops were seeded with small
crystals grown at pH 8.5. Seed crystals obtained under these
conditions within two days were then transferred into a mixture of
2 �L, 14 mgmL�1 TGT with 2 �L of MES (100 mM), pH 5.5, DTT (1 mM),
PEG 8.000 (8% (w/v)) and DMSO (10% (v/v)) and allowed to grown
further using the hanging-drop method. Crystals with a size of
approximately 0.7�0.7�0.2 mm grew within five to seven days.


PreQ1 and preQ0 for soaking and cocrystallisation experiments were
synthesised as described in ref. [38] and ref. [39] , respectively.


Soaking of preQ1 in crystals of TGT(Y106F) was performed as
described elsewhere.[27] As soaking of preQ0 was unsuccessful at
pH 8.5 and pH 5.5 and for preQ1 at pH 5.5, these compounds were
cocrystallised at pH 5.5. For this purpose, the ligands were dissolved
in the buffer at pH 5.5 described above in (50 mM preQ1 and
saturation concentration of preQ0 (�50 mM). The crystallisation was
performed by macro seeding as described above.


Structure determination: X-ray data (Table 3) were collected at
�173 �C as described elsewhere.[27] Diffraction data were processed
using the programs DENZO and SCALEPACK.[40] The structures were
refined through several cycles of least-squares refinement along with
an energy minimisation using CNS.[41] Manual adjustments to the
electron density have been performed using O.[42] Molecular replace-
ment for TGT ¥ preQ1 was calculated using AMoRe.[43]


Potentiometric measurement of ionization constants (pKa): The
measurements were performed as described elsewhere[27] but owing
to the low solubility of the compounds in water, 10% DMSO was
added for the standardization of the electrode and the titration of
the ligand.


Figures : Figure 4 was produced using TopDraw,[44] , Figure 5 and
Figure 8 were produced using PyMOL.[45]


Protein Data Bank accession codes : The coordinates for the structures
TGT(Y106F), TGT(Y106F) ¥ preQ1, TGT ¥ preQ0, TGT (crystallised at
pH 5.5) and TGT ¥ preQ1 have been deposited in the RCSB Protein
Data Bank, with the accession codes 1OZM, 1OZQ, 1P0B, 1P0D and
1P0E, respectively.
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Table 4. Oligonucleotides used in mutagenesis.
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RNA molecules have the capacity to adopt complex three-
dimensional structures, which allow specific recognition of
proteins or RNA ligands. This property enables RNA molecules
to perform essential regulatory and catalytic functions in the cell ;
these include modulation of gene activities, RNA transport,
protein biosynthesis, splicing, viral genome packaging, and
many more.[1] Consequently, RNA molecules have also become
an attractive target for therapeutic interventions, especially since
sequence information of the human genome combined with
modern chip technologies allows the association of defined RNA
molecules with specific pathological alterations.
RNA molecules mostly exert their regulatory functions by


specific interactions with proteins. Clearly, posttranscriptional
base modifications play an important role in protein recognition,
as shown for the specific interaction of tRNA molecules with
aminoacyl-tRNA synthetases.[2] In the last few years, however,
X-ray crystallography and NMR spectroscopy have provided
additional insights into some rules governing specific RNA±
protein recognition.[3] According to these analyses, structural
features of RNA molecules like A-form helices, single-stranded
loops of a hairpin, or bulged regions are also important elements
for protein recognition.[4] Arginine-rich motifs bind to RNA
structures by adopting different conformations within different
complexes.[5] Other specific contacts between single-stranded
RNA loops and proteins are often mediated by aromatic amino
acids. In any case, induced fit of either one or both binding
partners is very frequently observed in RNA±protein recognition
and is mechanistically important for biological regulation.[6±9]


In terms of therapeutic interventions, one approach to identify
molecules that interfere with specific RNA±protein interactions
is to select those molecules from complex chemical or molecular


libraries. The huge structural space of RNA phenotypes is
exploited in screening procedures in which RNA aptamers are
selected and amplified over multiple rounds as the best-fitting
ligands for a target molecule. The name SELEX (systemic
evolution of ligands by exponential enrichment) has been
coined for this procedure.[10] Other approaches use a given RNA
structure as a target to select for specific ligands from compound
libraries.[11, 12]


Phage-displayed peptide libraries have been widely used to
select peptide ligands for antibodies, protein domains, or
peptides.[13] Since the selection of peptide ligands is based on
the structural recognition of the peptide motifs presented at the
phage surface, phage-display technology should also be suited
for the selection of peptide ligands for RNA structures. In fact,
some groups have already used phage-display technology for
this purpose: the U1 small nuclear RNA has been a target to
select proteins or antibody binding fragments (Fab) from phage
libraries.[14±17] Tailored phage libraries expressing zinc finger
motifs or arginine-rich motifs were generated to select protein
domains binding to the Rev responsive element stem-loop IIB
(RRE-IIB) from HIV-1 and the 5S rRNA[18, 19] or the Tat trans-
activating region (TAR).[20, 21]


The aim of this study was to select specific peptide ligands for
the RNA packaging structure psi (�) of HIV-1. The � RNA is a
highly structured region located at the 5�-untranslated end of
unspliced HIV-1 RNA molecules. The � RNA is responsible for
specific encapsidation of two viral RNA genomes into the virions
during their assembly process at the plasma membrane.[22]


Specific recognition of viral genomic RNAs is mediated by the
interaction of the � RNA with the viral Gag polyprotein, in
particular, with the nucleocapsid protein NCp7 containing two
zinc fingers.[23, 24] The entire � region consists of about 120
nucleotides predicted to form four individual stem-loop struc-
tures, SL1 ± SL4 (Figure 1). Several additional functions are also
located within the � structure like the dimerization sequence
(DIS) in SL1, the splice donor site (SD) in SL2, and the Gag
initiation codon preceding SL4. Although all four stem-loops are
involved in the RNA encapsidation process, SL3 is the major
packaging signal, as it is capable of direct packaging of
heterologous RNAs into virus-like particles.[25] A number of
NMR studies have proven the specific interaction of SL3, and also
of the other SL structures, with the NCp7 protein.[26±28] The key
structural determinants are interactions between aromatic
residues of the zinc fingers and the SL3 RNA sequence.[29±31] A
detailed study combining biochemical analysis and NMR spec-
troscopy of SL3 has shown the specific interaction of full-length
Gag with the GGAG tetraloop as well as with a purine-rich
internal loop of SL3.[32] Furthermore, Gag binding and polymer-
ization leads to progressive unwinding of the SL3 secondary
structure.[33] As packaging of viral RNA genomes into virions is an
essential step in the viral replication cycle, this process should
also be suited for antiviral interventions. In fact, antisense RNA
directed against the � region and inhibitors for the zinc finger
protein NCp7 have shown antiviral activity.[34, 35] Our approach
focuses on the selection of peptide ligands from phage-
displayed peptide libraries, which specifically bind to the
complete � RNA or to single stem-loops thereof.
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Figure 1. Location of the packaging signal � and the gag gene within the HIV-1
genome. The nucleocapsid protein NCp7 of the Gag polyprotein interacts through
its zinc fingers (zinc in bold) with the �-RNA structure and in particular with the
third stem-loop SL3. The Gag initiation codon is shown in bold.


Immobilized full-length in vitro transcribed � RNA was stable
under screening conditions and was in a conformation that
would allow binding of the natural ligand, HIV-1 Gag protein
p55. Full-length � RNA and short synthetic RNA molecules
representing stem-loops SL1, SL2, and SL3 were used as the


targets in the biopanning rounds. For negative selections, we
used an unrelated RNA of similar size (CCR5) or mutated stem-
loop RNAs. After several rounds of positive and negative
selections, phages were analyzed for specific binding to the
target RNAs derived from the � region by ELISA. Between 8.3
and 19.8% of the phage clones were positive depending on the
library used. Peptide motifs of specific phages were identified by
sequencing the genome inserts encoding them. Among the
most prominent motifs selected was a cluster of aromatic amino
acids in conjunction with positively charged amino acids.
Interestingly, similar aromatic motifs could be selected with
full-length � RNA and with the single stem-loop RNAs (all or SL1,
SL2, and SL3; Table 1).
The specificity of the corresponding phage for the � RNA and


the stem-loops SL1, SL2, and SL3 was confirmed by ELISA
(Figure 2). Specific binding of the phage to full-length� RNAwas


Table 1. Aromatic peptide motifs selected with RNA structures derived from
the HIV-1 packaging signal �.


Phage clones Target RNA Peptide motifs


12.3/12.9/12.18 � HHSWHWWHQDRQ
12.21 � RWWSWPSYTQSS
12.25 � WPMTNWFHYHSW
12.55 � HFWPWWLYSGTW
7.5 � HWWLFWW
7c.47 � HWPFLHS
12.64 SL1 HWWPYHTSTSQP
D4E12.7 SL1 FPWHFHRAPSIH
A5S7C.64/82/95 SL1 HWWSRHH
7C.8/7C.56 SL2 HWWSRHH
C.7x SL1 SPWHPHR
A5S7C.41 SL2 HPHWWHR
A5S7C.122 SL2 HWWNYRH
A5S7C.156 SL2 HWWSWRH
A5S7C.166 SL2 HQHWWKR
C5E7.12.64 SL3 IPWTQHMAMSPM


Figure 2. Analysis by ELISA of binding of phages selected with RNAs derived from the � region after several rounds of positive and negative selection to � RNAs (� : full-
length � RNA, white bars ; SL1, black bars ; SL2, light grey bars ; SL3, dark grey bars) and control RNAs (C: CCR5-RNA, diagonal stripes; mutated SL1, grids ; mutated SL2,
horizontal stripes; mutated SL3, dots). The insert graph shows binding of wild-type phages to the same RNAs. The optical density values (A) are the mean of triplicate
measurements at 492 nm.
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also visualized by band-shift analysis by
separation on polyacrylamide gels (Fig-
ure 3). Specific binding of the hydrophobic
peptide motifs to� RNA was confirmed for
synthetic peptides corresponding to the
peptide sequences on the selected phages
by ELISA (data not shown) and CD spec-
troscopy (Figure 4). After Boltzmann trans-
formation (y� (A1�A2)/(1� e(x�x0)/dx)�A2 ;
fitting the data asymptotically to the initial
value with no peptide (A1), to the final
value with a large excess of peptide (A2),
and to the value and the slope of the
inflection point x0 which corresponds to
the binding constant, KD), the deduced
affinity of a consensus peptide HWWPWW
for � RNA was 25� 2 �M and for SL3 was
34�2 �M. Exchange of single amino acids
within the HWWPWW peptide for alanine


Figure 3. Analysis of binding of phages selected with RNAs derived from the � region after several rounds of
positive and negative selection to full-length � RNA and CCR5 control RNA by band-shift analysis. Specific
band shifts are observed for the selected phages in the presence of � RNA.


Figure 4. Detection of binding between peptide HWWPWW-NH2 and � RNA (A and B) and stem-loop SL3 (C and D) by CD spectroscopy. A) CD spectra (at 20 �C) show
the decrease of the positive molar ellipticity at around 290 nm which stems from the secondary structure of the � RNA (0.2 �M) induced by titration with the peptide
HWWPWW-NH2 in 100 mM potassium phosphate buffer (pH 6.5). B) Plot of the molar ellipticity decrease at 290 nm (�max��) in relation to the maximum decrease
(�max��min) against the peptide concentration. �max is the maximum molar ellipticity at 290 nm during the experiment and �min is the minimum value. Curve fitting
assumed the sigmoidal Boltzmann function (y� (A1�A2)/(1� e(x�x0)/dx)�A2) and resulted in a binding constant KD of 25� 2 �M. C) CD spectra (at 20 �C) show the
decrease of the positive molar ellipticity around 260 nm which stems from the secondary structure of the SL3 RNA (0.7 �M) induced by titration with the peptide
HWWPWW-NH2 in 100 mM potassium phosphate buffer (pH 6.5). D) Plot of the molar ellipticity decrease at 260 nm (�max��) in relation to the maximum decrease
(�max��min) against the peptide concentration. �max is the maximum molar ellipticity at 260 nm during the experiment and �min is the minimum value. Curve fitting
assumed the sigmoidal Boltzmann function (as above) and resulted in a binding constant KD of 34� 2 �M.
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was followed by CD spectroscopy and showed residues H1, W3,
and W5 to be important for RNA binding; in contrast, mutation
of W2 and P4 resulted in improved RNA binding.
Tryptophan motifs are known to be important for RNA


binding. NMR analysis of SL3 RNA with the nucleocapsid protein
NCp7 showed the specific stacking interaction of W37 of the
second zinc finger of NCp7 with unpaired guanosine residues
(especially G318) within the SL3 tetraloop.[36, 37] NCp7 also binds
to the single-stranded loops of SL1, SL2, and SL4 with affinities of
20 ± 140 nM.[38] High-resolution structures revealed similar inter-
actions between NCp7 and the different stem-loops involving
the hydrophobic cleft of the zinc fingers and unpaired guanosine
residues. In fact, this stacking interaction was used in binding
assays to study the affinities of wild-type and mutated stem-
loops SL1 ± SL4 for NCp7, based on the quenching of the
fluorescence of W37 by guanosine residues in the single-
stranded loops of SL1 ± SL4.[32, 38] Interestingly, we also selected
similar tryptophan-containing peptide motifs independently of
which RNA was used as the target. Furthermore, we could
confirm specific binding of the hydrophobic peptides to � RNA
as well as to SL1, SL2, and SL3 by ELISA. This binding could be
competed with by the natural ligands Gagp55 and NCp7
(Figure 5), but not by an unrelated RNA binding protein, the
HIV-1 transactivator protein Tat (data not shown).


Figure 5. Binding of the myc-labeled HWWPWW peptide to full-length � RNA is
competed with by the natural ligands Gagp55 (white bars) and NCp7 (grey bars).
Black bars indicate control wells with RNA and no peptide, diagonal stripes
indicate control wells without peptide but with a competitor protein. Bound
peptide is detected by a horse raddish peroxidase labeled anti-myc antibody.


Thus, by the phage-display approach we selected peptide
ligands for RNA structures derived from the HIV-1 � region, and
these peptides resemble the natural NCp7 ligand in terms of the
binding features, including the tryptophan residues involved
and the cross-reactivity with different RNA stem-loop structures
derived from the � region. The selected peptides can now serve
to derive modified peptides or small molecules with optimized
binding properties to the target RNA, which could then
potentially interfere with the packaging process of HIV-1 RNA
genomes.


Experimental Section


Target RNAs : Full-length � RNA and CCR5 RNA of similar length
were in vitro transcribed after PCR amplification and cloning
(nucleotides 20 ± 202 from HIV-1 pNL4-3 and nucleotides 737 ±890
from pcDNA3-CCR5) into pTRIkan18 (Ambion). Shorter stem-loops
SL1 ±SL3, as well as mutated stem-loops SL1± SL3, were chemically
synthesized and biotinylated. All RNAs were checked on poly-
acryamide gels for purity. The sequences were: SL1, biotin-
TTTTTTCUCGGCUUGCUGAAGCGCGCACGGCAAGAGGCGAG;
SL1mut, biotin-TTTTTTCUCGGCUUGCUGAAGCGCGCAGUCGUU-
CAGGCGAG; SL2, biotin-TTTTTTGGCGACUGGUGAGUACGCC;
SL2mut, biotin-TTTTTTGGCGACUAAAAAGUACGCC; SL3,
biotin-TTTTTTGGACUAGCGGAGGCUAGUCC; SL3mut, biotin-
TTTTTTGGACUAGCAAAAGCUAGUCC.


Screening of phage-displayed peptide libraries : RNAs (50 ng per
well) in psi buffer (5 mM 2-[4-(2-hydroxyethyl)-1-piperazinyl]ethane-
sulfonic acid (HEPES), 100 mM KCl, (pH 7.4)) were denatured for 3 min
at 95 �C and renatured for 20 min at room temperature before being
immobilized on streptavidin-coated plates, either directly (SL1 ± SL3)
or through a biotinylated primer (5�-oligo: GCTTAATACTGA-
CGCTCTCGC, 100 pmol) complementary to the 3�-end of the �


RNA or (3�-oligo: CCTTTAGTGAGGGTAATTCTCG) complementary to
the 5�-end of CCR5 RNA by incubating for 3 h at 4 �C. After washing,
the plates were incubated with 3 different phage libraries (Biolabs)
displaying peptides of 7 or 12 amino acids in a linear (7-mer, 12-mer)
or a cyclic form (7-mer) for 4 h at 4 �C. After extensive washing,
binding phages were eluted with glycine (100 �L, 0.2M, (pH 2.2)) and
neutralized with tris(hydroxymethyl)aminomethane (Tris)/HCl (15 �L,
(pH 9.1)). After four rounds of positive selection, CCR5 RNA or
mutated SL1, SL2, or SL3 RNAs were used for negative selection.
Finally, phages were amplified and titered, and phage DNA was
prepared for sequencing of the peptide inserts.


Peptide synthesis : All chemicals and solvents used were of
analytical grade. Peptides were synthesized on an ABI 433A peptide
synthesizer (Applied Biosystems, USA) by solid-phase chemistry with
in situ neutralization (2M diisopropylethylamine (DIEA) in N-methyl-
pyrrolidine (NMP)) and activation with 19% O-(benzotriazol-1-yl)-
N,N,N�,N�-tetramethyluronium hexafluorophosphate (HBTU) and
7.66% 1-hydroxy-1H-benzotriazole (HOBT) in N,N-dimethylform-
amide (DMF) on 9-fluorenylmethoxycarbonyl-amide (Fmoc-amide)
resins (Applied Biosystems, USA). After chain assembly was com-
plete, peptides were deprotected and simultaneously cleaved from
the resin by treatment with trifluoroacetic acid containing phenol
(1.25%), chlorotriisopropylsilane (1.25%), 1,2-ethanedithiol (1.25%),
and water (1.25%). Peptides were then lyophilized and purified by
preparative HPLC. Fmoc-protected amino acids were obtained from
NovaBiochem, USA. Side-chain protecting groups were as follows:
Arg(Pmc), Asn(Trt), Asp(tBu), Gln(Trt), Glu(tBu), His(Trt), Lys(Boc),
Ser(tBu), Thr(tBu), Trp(Boc), and Tyr(tBu), where Pmc�2,2,5,7,8-
pentamethylchromen-6-sulfonyl, Trt� trityl� triphenylmethyl, and
Boc� tert-butoxycarbonyl.


ELISA : Streptavidin-coated plates were blocked with milk powder
(3% in phosphate-buffered saline (PBS)) for 2 h at room temperature.
After washing, RNAs (50 ng) from the � region or control RNAs were
immobilized for 90 min at room temperature as described above.
After washing, the amplified phage stocks (10 �L) were added for 2 h
at room temperature. Binding phage were detected with mouse
anti-phage antibodies conjugated with horseraddish peroxidase
(HRP). After addition of the HRP substrate ortho-phenylendiamine
dihydrochloride (OPD) plates were read at 492 nm.
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For peptide competition ELISA measurements, the myc-labeled
HWWPWW peptide (500 ng) was added in milk powder (5% in PBS
with 5 �g of yeast tRNA) to immobilized full-length � RNA. After
washing, Gag or NCp7 protein (50 ng±1 �g) was added for 30 min at
room temperature. The bound myc-HWWPWW peptide was detect-
ed with an HRP-labeled anti-myc antibody.


Band-shift analysis : RNA (500 ng) was denatured for 5 min at 95 �C
and renatured for 25 min at room temperature. The phage stock
(10 �L) was added and incubated for 20 min at room temperature.
Samples were run on a native polycarylamide gel (5%) for 150 min at
75 V and 4 �C. Bands were visualized by ethidium bromide staining.


Circular dichroism spectroscopy : Spectra were obtained with a
Jasco J810 spectrapolarimeter (Jasco, USA) at 20 �C. The peptides
had no elliptic maxima in the range of 260 ± 290 nm, thereby
allowing for direct observation of changes in the RNA spectrum with
the addition of peptides. The concentration of � RNA was 0.2 �M and
of SL3-RNA was 0.7 �M in a 100 mM potassium phosphate buffer
(pH 6.5). The peptide concentrations ranged from 5±100 �M.


Acknowledgements


This work was supported by the Deutsche Forschungsgemeinschaft
(SFB579 on ™RNA± ligand interactions∫). The following reagents
were obtained through the AIDS Research and Reference Reagent
Program, Division of AIDS, NIAID, National Institutes of Health: HIV-
1SF2 p55 Gag (Chiron Corporation) and HIV-1MN p7 (Dr. L.
Henderson). Tat protein was provided by Dr. E. Loret (France).


Keywords: HIV-1 packaging ¥ peptides ¥ phage display ¥ RNA
¥ RNA±peptide interactions


[1] M. G. Caprara, T. W. Nilsen, Nat. Struct. Biol. 2000, 7, 831 ± 833.
[2] P. Mucha, A. Szyk, P. Rekowski, P. A. Weiss, P. A. Agris, Biochemistry 2001,


40, 14191 ± 14199.
[3] R. N. De Guzman, R. B. Turner, M. F. Summers, Biopolymers 1998, 48, 181 ±


195.
[4] J.M. Pe¬rez-Canƒadillas, G. Varani, Curr. Opin. Struct. Biol. 2001, 11, 53 ± 58.
[5] M. A. Weiss, N. Narayana, Biopolymers 1998, 48, 167 ± 180.
[6] J. R. Williamson, Nat. Struct. Biol. 2000, 7, 834 ±837.
[7] N. Leulliot, G. Varani, Biochemistry 2001, 40, 7947 ± 7956.
[8] D. J. Patel, Curr. Opin. Struct. Biol. 1999, 9, 75 ±87.
[9] A. D. Frankel, Curr. Opin. Struct. Biol. 2000, 10, 332 ± 340.


[10] S. D. Jayasena, Clin. Chem. 1999, 45, 1628 ± 1650.
[11] E. S. DeJong, B. Luy, J. P. Marino, Curr. Top. Med. Chem. 2002, 2, 289 ± 302.
[12] G. J. Zaman, P. J. Michiels, C. A. van Boeckel, Drug Discov. Today 2003, 8,


297 ± 306.
[13] H. M. E. Azzazy, W. E. Highsmith, Jr. , Clin. Biochem. 2002, 35, 425 ± 445.
[14] I. A. Laird-Offringa, J. G. Balesco, Methods Enzymol. 1996, 267, 149 ±168.
[15] J. E. Powers, M. T. Marchbank, S. L. Deutscher, Nucleic Acids Symp. Ser.


1995, 33, 240 ± 243.
[16] R. M. Hoet, M. Pieffers, M. H. Stassen, J. Raats, R. de Wildt, G. J. Pruijn, F.


van den Hoogen, W. J. van Venrooij, J. Immunol. 1999, 163, 3304 ± 3312.
[17] P. F. Agris, M. T. Marchbank, W. Newman, R. Guenther, P. Ingram, J.


Swallow, P. Mucha, A. Szyk, P. Rekowski, E. Peletskaya, S. L. Deutscher, J.
Protein Chem. 1999, 18, 425 ± 435.


[18] W. J. Friesen, M. K. Darby, Nat. Struct. Biol. 1998, 5, 543 ± 546.
[19] W. J. Friesen, M. K. Darby, J. Biol. Chem. 2001, 276, 1968 ±1973.
[20] S. Hoffmann, D. Willbold, Biochem. Biophys. Res. Commun. 1997, 235,


806 ± 811.
[21] G. Jonas, S. Hoffmann, D. Willbold, J. Biomed. Sci. 2001, 8, 430 ± 436.
[22] R. Berkowitz, J. Fisher, S. P. Goff, Curr. Top. Microbiol. Immunol. 1996, 214,


177 ± 218.
[23] J. Dannull, A. Surovoy, G. Jung, K. Moelling, EMBO J. 1994, 13, 1525 ± 1533.
[24] J. Clever, C. Sassetti, T. G. Parslow, J. Virol. 1995, 69, 2101 ± 2109.
[25] T. Hayashi, T. Shioda, Y. Iwakura, H. Shibuta, Virology 1992, 188, 590 ± 599.
[26] G. K. Amarasinghe, R. N. De Guzman, R. B. Turner, M. F. Summers, J. Mol.


Biol. 2000, 299, 145 ± 156.
[27] G. K. Amarasinghe, J. Zhou, M. Miskimon, K. J. Chancellor,J. A. McDonald,


A. G. Matthews, R. R. Miller, M. D. Rouse, M. F. Summers, J. Mol. Biol. 2001,
314, 961 ± 970.


[28] A. Mujeeb, T. G. Parslow, A. Zarrinpar, C. Das, T. L. James, FEBS Lett. 1999,
458, 387 ± 392.


[29] A. H. Maki, A. Ozarowski, A. Misra, M. A. Urbaneja, J. R. Casas-Finet,
Biochemistry 2001, 40, 1403 ± 1412.


[30] C. Vuilleumier, E. Bombarda, N. Morellet, D. Ge¬rard, B. P. Roques, Y. Me¬ly,
Biochemistry 1999, 38, 16816 ± 16825.


[31] N. Morellet, H. De¬me¬ne¬ , V. Teilleux, T. Huynh-Dinh, H. de Rocquigny, M. C.
Fournie¬-Zaluski, B. P. Roques, J. Mol. Biol. 1998, 283, 419 ± 434.


[32] A. C. Paoletti, M. F. Shubsda, B. S. Hudson, P. N. Borer, Biochemistry 2002,
41, 15423 ± 15428.


[33] A. Zeffman, S. Hassard, G. Varani, A. Lever, J. Mol. Biol. 2000, 297, 877 ± 893.
[34] J. A. Turpin, S. J. Terpening, C. A. Schaeffer, G. Yu, C. J. Glover, R. L. Felsted,


E. A. Sausville, W. G. Rice, J. Virol. 1996, 70, 6180 ± 6189.
[35] D. R. Chadwick, A. M. L. Lever, Gene Ther. 2000, 7, 1362 ± 1368.
[36] R. N. De Guzman, Z. R. Wu, C. C. Stalling, L. Pappalardo, P. N. Borer, M. F.


Summers, Science 1998, 279, 384 ± 388.
[37] L. Pappalardo, D. J. Kerwood, I. Pelczer, P. N. Borer, J. Mol. Biol. 1998, 282,


801 ± 818.
[38] M. F. Shubsda, A. C. Paoletti, B. S. Hudson, P. N. Borer, Biochemistry 2002,


41, 5276 ± 5282.


Received: June 2, 2003 [Z681]





